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Chapter14 Nonparametric Statistics 
Introduction: 
______________________: methods for making inferences about population parameters 
(confidence interval and hypothesis testing) rely on the assumptions about probability 
distribution of sampled population. (t-test, ANOVA)  
 
_______________________: statistical tests that do not rely on any underlying assumptions 
about the probability distribution of the sampled population. 
 
______________: the branch of inferential statistics devoted to distribution-free tests. 
 
_______________________: nonparametric tests (or statistics) based on the ranks of 
measurements. 
 

14.3 comparing two populations: based on independent samples  
When t-test is not appropriate, we can use nonparametric methods to compare two populations.  
 
______________________: comparing the location of center for two or more non-normal 
populations. It tests the hypothesis that the probability distributions associated with the two 
populations are equivalent. 
 
• Wilcoxon rank sum test:  

Define: 1 :D the ____________________for population 1, 

       2 :D the ____________________for population 2. 

Three relationship between 1D  and 2D : 

 
 
 
 
 
 
 
1. Hypothesis: 

0 :H ______________________________ 

:aH ______________________________  

( :aH 1D  is shifted to the __________of 2D ) 

( :aH 1D  is shifted to the __________of 2D ) 
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2. Test statistic: 

Step 1. ________ all the data values (both samples) from 1 to N, ( 1 2 1 2,N n n n n= + < ) 

(Note: assign the ___________ of the ranks to each of the tied observations) 

Step 2. Test statistic 1T  = Sum the ranks for the _______________( 1n ).  

3. Rejection region:_________________   if aH : 1D  and 2D  are not identical; 

                   ________          if :aH 1D  is shifted to the left of 2D ; 

                  ________           if :aH 1D  is shifted to the right of 2D . 

Critical values L UT and T  are from Table XII, p807. 

 

 
 
 
 
• Condition required for a valid rank sum test: 
1. the two samples are_______________________________; 
2. the two probability distributions from which the samples are drawn are _________. 
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Example1: DRUGS:  
At 0.05α = , Do the data provide sufficient evidence to indicate a shift in the probability 
distributions for drug A and B? 
  

Drug A Drug B 
Reaction time(seconds) Reaction time(seconds) 
1.96 2.11 
2.24 2.41 
1.71 2.07 
2.41 2.71 
1.62 2.50 
1.93 2.84 
 2.88 
  

 

Define: 1D : the probability distribution for reaction times under drug A(__________) 

      2 :D the probability distribution for reaction time under drug B; 

0 :H __________________________________ 

:aH ___________________________________ 
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Example 2: VENDERS: Raw material for an industrial process is provided by two different 
venders. Four batches of raw material are purchased from each vender, and the strength of the 
finished product (in p.s.i) is measured for each batch. 
At 0.05α = , do the data provide sufficient evidence to indicate the probability distributions of 
product strength for vender 1 is shifted to left of the vender 2?  
 

Vender 1 Vender 2 
874 890 
883 908 
900 924 
915 930 
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The Wilcoxon Rank sum test for large sample (___________________): 
Hypothesis: 

0 :H 1D  and 2D  are identical, 

:aH 1D  and 2D  are not identical,     R.R: __________ 

( :aH 1D  is shifted to the left of 2D ,    R.R: _________ )   

( :aH 1D  is shifted to the right of 2D ,    R.R: _________) 

Test statistic: 
1 1 2
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Example: Verbal SAT scores for students randomly selected from two different schools are 
listed below. Use the Wilcoxon rank sum procedure to test the claim that there is no difference 
in the scores from each school. Use 0.05α = . 
 
 
School 1 550, 520, 770, 480, 750, 530, 580, 780, 610, 590, 730, 750 
School 2 490, 440, 680, 430, 710, 590, 690, 550, 530, 630, 640, 540 
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14.5 comparing three or more populations: completely randomized design 
Nonparametric method also can used to analyze the data from CRD. 
 
__________________________________: no assumptions concerning the population 
probability distribution; 
 
• Rank procedure: 
1. Rank _______ observations from smallest (1) to largest (n),  

2. Add up the ranks for___________________, , 1, ...,jR j k=  

 
• Hypothesis: 

0H : __________________________________________________ 

aH : __________________________________________________ 

 
Test statistic: _________________________________ 
 
Rejection region: ___________， with ______________degree of freedom. (p798) 
 
 
• Conditions required for the valid Kruskal-wallis test: 
 
1. The k samples are_________________________, 
 
2. there are _____________________measurements in each sample; 
 
3. the k probability distributions from which the samples are drawn are___________. 
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Example1: OZONE EFFECT: To study the effects of ozone exposure on airway resistance, 
15 healthy male subjects were randomly assigned to each of 3 exposure levels: 0.1ppm, 
0.6ppm, 1.0ppm for one hour. The differences of airway resistance after exposure and before 
exposure for each subject were recorded. At α =0.01, is there evidence to conclude there 
exists a difference in the probability distribution among three ozone exposure levels? 
 

0.1 ppm (1) 0.6 ppm (2) 1.0 ppm (3) 
-0.08 -0.11 0.06 
0.14 0.01 0.14 
0.21 0.07 0.19 
0.30 0.14 0.20 
0.50 0.18 0.34 

 
 

0H : ______________________________________________________________ 

aH : _______________________________________________________________ 
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Example2: Vehicle miles: 
The U.S federal highway administration conducts annual survey on motor vehicle travel by 
type of vehicle and publishes in highway statistics. Independent random samples of cars, buses, 
and trucks provided the data on number of miles driven last year, in thousands. At 0.05α = , 
do the data provide sufficient evidence to conclude that a difference exists in the probability 
distribution of last year’s miles among cars, buses, and trucks? 
 
cars buses trucks 
15.3 1.8 24.6 
15.3 7.2 37.0 
2.2 7.2 21.2 
6.8 6.5 23.6 
34.2 13.3 23.0 
8.3 25.4 15.3 
12.0  57.1 
7.0  14.5 
9.5  26.0 
1.1   
 

0H :  

aH :  
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14.6 Comparing three or more populations: randomized Block design 
 
_____________________: no assumptions concerning the population probability distribution; 
 
• Rank procedure: 
1. Rank observations within________________; 

2. Add up the ranks for_________________; , 1, ...,jR j k=  

• Hypothesis: 

0H : ______________________________________________ 

aH : _______________________________________________ 

 
• Test statistic: _________________________________________ 
             
              ____ : # of blocks;  _____: # of treatments. 
 
Rejection region: ____________, with __________degrees of freedom.(p798) 
 
• Conditions required for a valid Friedman test: 
1. the treatments are ___________ assigned to experimental units within the blocks; 
2. the measurements can be ranked within_________; 
3. the k probability distributions from which the samples within each block are drawn 
are___________________. 
 
 
Example1: Reaction2, 
(when a drug effect is short-lived，no carryover effect; and the drug effect varies greatly from 
person to person, it may be useful to employ a RBD to find the effect of a drug.)  
At 0.05α = , do the data provide sufficient evidence to conclude the probability distributions 
of the reaction times for the three drugs differ in location? 
 
Reaction time for three drugs: 
subject Drug A Drug B Drug C 
1 1.21 1.48 1.56 
2 1.63 1.85 2.01 
3 1.42 2.06 1.70 
4 2.43 1.98 2.64 
5 1.16 1.27 1.48 
6 1.94 2.44 2.81 
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Example2. In a study comparing the effects of four energy drinks on running speed, seven 
runners were timed (in seconds) running four miles. On each day, they were given a single 
energy drink. The data are listed below. Is there evidence of a difference in the probability 
distributions of the running times among the four drinks? Use 0.10α = . 

 drink 
runner 1 2 3 4 
1 1226 1226 1273 1244 
2 1129 1035 1151 1159 
3 1229 1357 1291 1303 
4 1256 1217 1272 1267 
5 1159 1121 1215 1220 
6 1318 1295 1348 1344 
7 1220 1261 1257 1243 
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14.7 Rank Correlation 
In chapter 11, we have introduced a correlation coefficient r based on the observations of two 
numerical variables.  
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Here we introduce a correlation coefficient based on ___________ of observations: 
 
• ______________________________: it provides a measure of correlation between ranks. 
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Where  

iu =  ______ of the ith observation in sample 1 

iv =  _______of the ith observation in sample 2 
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• Shortcut formula for sr : (no ties or less ties relative to n ) 

 

                    sr =  
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Where _________________ (rank difference of ith observations between sample 1 and sample 2) 

Note: 1. The value of sr  always falls between_____________,  

     2. ________indicates perfect positive correlation and ________ indicates perfect 
negative correlation, 

     3. The closer sr  falls to +1 or -1, the ________the correlation between the ranks; the 

closer sr  is to 0, the __________the correlation. 

 
• Spearman’s rank correlation test: 

Define ρ : _______________________________________ 

0 : 0H ρ =  (_______________________________________) 

: 0aH ρ ≠  (__________________________________________) 

 
 
Test statistic: _________________________________________ 

Rejection region:______________    if   : 0aH ρ ≠ ; 

               _____________    if   : 0aH ρ <  

               ______________    if   : 0aH ρ >  

Critical value: ,sr α  from Table XIV, p809. 

 

 

Note: The α values correspond to a one-tailed test of 0 : 0H ρ = .  
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• Condition required for a valid Spearman’s Test: 
1. The sample of experimental units on which the two variables are measured is 
________________selected, 
2. The probability distributions of the two variables are_______________.   
 
Example: The number of absences and the final grades of 9 randomly selected students from a 
statistics class are given below. Can you conclude that there is a correlation between the final 
grade and the number of absences? Use 0.05α = . 
 

student absence  Final grade   
1 0 98   
2 3 86   
3 6 80   
4 4 82   
5 9 71   
6 2 92   
7 15 55   
8 8 76   
9 5 82   

 
 
 
 
 
 
 


