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Knockdown of growth factor receptor binding protein 2 (Grb2) by RNA interference strongly inhibits clathrin-mediated
endocytosis of the epidermal growth factor receptor (EGFR). To gain insights into the function of Grb2 in EGFR
endocytosis, we have generated cell lines in which endogenous Grb2 was replaced by yellow fluorescent protein
(YFP)-tagged Grb2 expressed at the physiological level. In these cells, Grb2-YFP fully reversed the inhibitory effect of
Grb2 knockdown on EGFR endocytosis and, moreover, trafficked together with EGFR during endocytosis. Overexpression
of Grb2-binding protein c-Cbl did not restore endocytosis in Grb2-depleted cells. However, EGFR endocytosis was
rescued in Grb2-depleted cells by chimeric proteins consisting of the Src homology (SH) 2 domain of Grb2 fused to c-Cbl.
The “knockdown and rescue” analysis revealed that the expression of Cbl-Grb2/SH2 fusions containing RING finger
domain of Cbl restores normal ubiquitylation and internalization of the EGFR in the absence of Grb2, consistent with the
important role of the RING domain in EGFR endocytosis. In contrast, the carboxy-terminal domain of Cbl, when attached
to Grb2 SH2 domain, had 4 times smaller endocytosis-rescue effect compared with the RING-containing chimeras.
Together, the data suggest that the interaction of Cbl carboxy terminus with CIN85 has a minor and a redundant role in
EGFR internalization. We concluded that Grb2-mediated recruitment of the functional RING domain of Cbl to the EGFR
is essential and sufficient to support receptor endocytosis.

INTRODUCTION

Activation of the epidermal growth factor (EGF) receptor
(EGFR) triggers multiple signal transduction events and ac-
celerates endocytosis of EGFR through clathrin-coated pits.
Clathrin-mediated endocytosis and subsequent targeting of
internalized EGF–receptor complexes to lysosomes result in
down-regulation of EGFR protein levels and attenuation of
receptor signaling. Endocytosis also controls subcellular lo-
calization of activated receptors and their signaling com-
plexes. However, the molecular mechanisms of EGFR endo-
cytosis are not fully understood.

Growth factor receptor binding protein 2 (Grb2) is an
essential component of EGFR signaling to Ras (Li et al., 1993;
Rozakis-Adcock et al., 1993). The Src homology (SH) 2 do-
main of Grb2 can bind directly to phosphotyrosines 1068
and 1086 of the activated EGFR or indirectly through the
tyrosine-phosphorylated adaptor protein Shc (Batzer et al.,
1994; Okutani et al., 1994). The SH3 domains of Grb2 are
constitutively associated with Son of Sevenless (SOS), an
exchange factor of Ras GTPase (Li et al., 1993; Rozakis-
Adcock et al., 1993). Binding of the Grb2–SOS complex to the

EGFR places SOS in proximity to Ras, thus leading to GTP-
loading of Ras and subsequent activation of Ras effectors,
such as Raf kinases and phosphatidylinositol 3-kinase.

Grb2 also is involved in EGF-induced signaling to the
actin cytoskeleton (She et al., 1997) and EGFR endocytosis
(Wang and Moran, 1996; Yamazaki et al., 2002; Jiang et al.,
2003). Although the pathway of Grb2 signaling through Ras
is well understood, the molecular mechanisms by which
Grb2 controls clathrin-mediated endocytosis of the EGFR
remain to be elucidated. The knockdown of Grb2 by small
interfering RNA (siRNA) results in dramatic inhibition of
the initial steps of EGFR endocytosis (Jiang et al., 2003;
Huang et al., 2004). Grb2 was found to move to coated pits
together with activated EGFR (Jiang et al., 2003; Stang et al.,
2004). However, how Grb2 links EGFR to coated pits is
unknown. Most likely, Grb2 function is mediated by a pro-
tein that binds to the SH3 domains of Grb2. Besides inter-
action with SOS, Grb2 SH3 domains are capable of associa-
tion with several proteins, including dynamin and Cbl
(c-Cbl, Cbl-b, and Cbl-3) (Meisner et al., 1995; Kranenburg et
al., 1999; Courbard et al., 2002), both implicated in the reg-
ulation of EGFR endocytosis.

Dynamin is a component of the general clathrin-coated pit
machinery and is necessary for endocytosis of all types of
cargo internalized through coated pits. Recently, however, it
has been proposed that dynamin can be phosphorylated in
response to EGF (Ahn et al., 2002). The exact role of this
phosphorylation and how this dynamin modification con-
tributes specifically to EGFR endocytosis are unclear. Cbl is
an E3 ubiquitin ligase that has been implicated in EGFR
endocytosis and postendocytic trafficking based on the ef-
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fects of Cbl mutant overexpression (Levkowitz et al., 1999;
Thien and Langdon, 2001; Dikic and Giordano, 2003; Mar-
mor and Yarden, 2004). However, whereas the role of Cbl in
intracellular sorting of EGFR is well established, Cbl partic-
ipation in the first step of endocytosis, internalization
through coated pits, is a subject of debate. The demonstra-
tion of Cbl localization in coated pits (de Melker et al., 2001;
Jiang and Sorkin, 2003; Stang et al., 2004) and inhibition of
EGFR internalization by c-Cbl mutant overexpression sug-
gested that Cbl is involved in this process (Thien et al., 2001;
Jiang and Sorkin, 2003). However, the observation of normal
EGFR internalization in cells derived from c-Cbl knockout
mouse argues against the role of Cbl proteins in this step of
EGFR trafficking (Duan et al., 2003).

c-Cbl and Cbl-b may function in EGFR endocytosis either
by 1) ubiquitylation of the EGFR (Levkowitz et al., 1999;
Thien et al., 2001; Jiang and Sorkin, 2003) or 2) linking EGFR
to the CIN85/endophilin complex (Soubeyran et al., 2002).
The relative contribution of these two pathways in EGFR
endocytosis is unknown. The analysis of Cbl role in endo-
cytosis is complicated due to the presence of three Cbl
proteins that may have redundant functions.

Previous studies analyzed the spatial and temporal con-
trol of Grb2 function in signaling and endocytosis by using
overexpression of tagged Grb2 and its interactors. Hence, we
developed a new approach to analyze Grb2 function. In this
approach, endogenous Grb2 is knocked down by siRNA and
replaced by either wild-type Grb2 tagged with yellow fluo-
rescent protein (YFP) or a chimeric protein consisting of the
SH2 domain of Grb2 linked to a Grb2-interacting protein,
thus bypassing the SH3 domain interactions of Grb2. Our
analysis using the “knockdown and rescue” approach was
focused on Cbl proteins and revealed the key role of Grb2-
mediated recruitment of Cbl to the EGFR in the physiolog-
ical pathway of receptor internalization via coated pits.

MATERIALS AND METHODS

Reagents
Pfu polymerase and the QuikChange site-directed mutagenesis kit were from
Stratagene (La Jolla, CA). EGF conjugated with rhodamine (EGF-Rh) was
purchased from Molecular Probes (Eugene, OR). Monoclonal antibodies spe-
cific to early endosomal antigen (EEA.1), c-Cbl, and PP1 were obtained from
BD Transduction Laboratories (San Diego, CA). Monoclonal antibodies to
green fluorescent protein (GFP) and EGFR (Ab528) were from Zymed Labo-
ratories (South San Francisco, CA) and American Type Culture Collection
(Manassas, VA), respectively. Polyclonal antibody to Grb2 and monoclonal
antibody (mAb) P4D1 to ubiquitin were from Santa Cruz Biotechnology
(Santa Cruz, CA). Polyclonal antibodies to total and phosphorylated mitogen-
activated protein kinase kinase (MEK)1/2 were from Cell Signaling Technol-
ogy (Beverly, MA). Rabbit serum Ab2913 specific to the intracellular domain
of EGFR was kindly provided by Dr. L. Beguinot (DIBIT Rafaele, Milan, Italy).

Plasmid Constructs and Point Mutations
To generate a Grb2 RNA interference (RNAi) construct (U6/Grb2), a DNA
oligonucleotide was inserted into the pSilencer1.0-U6 vector (Ambion, Austin,
TX) between ApaI (blunted) and EcoRI sites. The oligonucleotide, which
contained the sense strand of human Grb2 DNA fragment 609–627 followed
by a 6-nt loop and then antisense strand of the Grb2 fragment and five Ts, is
5�-G CATGTTTCCCCGCAATTAT CAAGAC ATAATTGCGGGGAAACATG
CC TTTTT-3� (forward) and 5�-AATT AAAAA GG CATGTTTCCCCGCAAT-
TAT GTCTTG ATAATTGCGGGGAAACATG C-3� (reverse).

The Grb2-YFP construct was described previously (Sorkin et al., 2000). Six
silent mutations without changing the amino acid sequence of Grb2 were
generated in the construct by using the QuikChange mutagenesis kit to make
Grb2-YFP resistant to the Grb2 siRNA (609–627) silencing. The DNA primer
for the mutagenesis is 5�-C GGG CAG ACC GGA ATG TTC CCA CGT AAC
TAC GTC ACC CCC GTG-3� (forward) and 5�-CAC GGG GGT GAC GTA
GTT ACG TGG GAA CAT TCC GGT CTG CCC G-3� (reverse) (underlined are
mutated).

To generate YFP-Cbl, full-length c-Cbl was cut from Cbl-YFP (Jiang and
Sorkin, 2003) and cloned into pEYFP-C3 by using KpnI and BamHI sites.
Cbl-GFP construct was kindly provided by Drs. G. Levkowitz and Y. Yarden

(Weizmann Institute of Science, Rehovot, Israel). DNA encoding SH2 domain
of human Grb2 (amino acids 53–164) with the stop codon was amplified using
Pfu polymerase and inserted into pEYFP-C3 vector (BD Biosciences Clontech,
Palo Alto, CA) between SacII and BamHI restriction sites, which generated
YFP-SH2. To generate YFP-Cbl-SH2 chimeric proteins, DNAs amplified by
polymerase chain reaction encoding full-length c-Cbl or c-Cbl fragments were
then inserted between XhoI and KpnI sites of YFP-SH2 construct. The chime-
ras of the c-Cbl N terminus with SH2 domains of rat phospholipase C�1
(PLC�1) (provided by Dr. G. Carpenter, Vanderbilt University, Nashville, TN)
were made by cloning DNAs encoding N-terminal domain (corresponding to
residues 548–661) or both SH2 domains (residues 548–759) of PLC�1 with the
stop codon into pEYFP-C3 between SacII and BamHI restriction sites followed
by inserting c-Cbl fragment between XhoI and KpnI sites of YFP-PLC/SH2
constructs. All point mutations in the constructs were generated using the
QuikChange mutagenesis kit according to the manufacturer’s protocol. All
constructs and point mutations were verified by automatic dideoxynucleotide
sequencing.

Cell Culture and Transfections
HeLa cells were grown in DMEM containing 10% fetal bovine serum, antibi-
otics, and glutamine. Grb2 siRNA3 duplex (Jiang et al., 2003) was resuspended
in 1� siRNA universal buffer provided by Dharmacon (Lafayette, CO), to 20
�M before transfection. To knock down Grb2, HeLa cells in 12-well plates
were transfected twice with 4 �l of siRNA3 duplex in 3 �l of LipofectAMINE
2000 reagent (Invitrogen, Carlsbad, CA) at 24-h intervals. For mock-transfec-
tions control Cy5-siRNA duplex verified for the absence of off-site effects
(Dharmacon) was used. siRNA to �2 subunit of adaptor protein-2 (AP-2) was
prepared and transfected precisely as described previously (Motley et al.,
2003). For the purpose of expressing Cbl-SH2 chimeric proteins in the Grb2-
depleted cells, Cbl constructs were cotransfected with siRNA3 in the second
siRNA transfection. Cells were plated to new 12-well plates or glass coverslips
24 h before experiments, which were performed 3 or 4 d after the first
transfection.

The HeLa/Grb2-YFP cell lines were obtained by cotransfection of cells with
U6/Grb2 and silent Grb2-YFP plasmids followed by single cell clone selection
with 0.4 mg/ml G418 (Invitrogen).

Immunoprecipitation and Western Blotting
To assay ubiquitylation of EGFR, HeLa cells transiently transfected with Grb2
siRNA and YFP-Cbl-SH2 in 60-mm dishes were pretreated with 20 ng/ml
EGF for 2 min at 37°C and washed with Ca2�, Mg2�-free phosphate-buffered
saline (CMF-phosphate-buffered saline). Cells were lysed by scraping with a
rubber policeman in Triton X-100/glycerol solubilization buffer (TGH) as
described previously (Huang et al., 2003, 2004) supplemented with 10 mM
N-ethyl-maleimide and by incubating further for 10 min at 4°C. The lysates
were then cleared by centrifugation for 10 min at 14,000 � g. EGFR was
immunoprecipitated with antibody Ab528. The precipitates were washed
twice with TGH buffer supplemented with 100 mM NaCl, and once without
NaCl, and then denatured by heating in sample buffer. Immunoprecipitates
and supernatants after immunoprecipitation were resolved on 7.5% SDS-
PAGE followed by transfer to nitrocellulose membrane and Western blotting
with various antibodies followed by species-specific secondary antibodies or
protein A (Zymed Laboratories) conjugated with horseradish peroxidase. The
enhanced chemiluminescence kit was from Pierce Chemical (Rockford, IL).

To probe for active MEK1/2, cells in 12-well plates were starved overnight
(12–16 h) in DMEM supplemented with 1% conditioned medium, treated with
1 ng/ml EGF at 37°C for 0–30 min, lysed with TGH buffer, and resolved on
10% SDS-PAGE followed by transfer to the nitrocellulose membrane and
Western blotting.

125I-EGF Internalization
Mouse receptor-grade EGF (Collaborative Research, Bedford, MA) was iodin-
ated using a modified chloramine T method as described previously (Jiang et
al., 2003). 125I-EGF internalization was measured using 1 ng/ml 125I-EGF and
the specific rate constant for internalization, ke, was calculated as described
previously (Jiang et al., 2003). A low concentration of 125I-EGF was used to
avoid saturation of the internalization machinery.

Fluorescence Microscopy
HeLa cells on glass coverslips were treated with 2 ng/ml EGF-Rh at 37°C for
5 min or with 10 ng/ml EGF-Rh at 4°C for 1 h, washed with ice-cold
phosphate buffer saline, and fixed with freshly prepared 4% paraformalde-
hyde (Electron Microscopy Sciences, Ft. Washington, PA) for 30 min on ice. In
some experiments, cells incubated with EGF-Rh were treated with cold 0.2 M
acetic acid, pH 4.5, containing 0.5 M NaCl for 2 min before fixation to remove
surface-bound EGF-Rh. In other experiments, to estimate colocalization of
EGF-Rh with EEA.1, fixed cells were mildly permeabilized using a 30-min
incubation in CMF-phosphate-buffered saline containing 0.02% saponin and
0.1% bovine serum albumin (saponin solution) at room temperature, incu-
bated in saponin solution at room temperature for 1 h with mAb to EEA.1,
and then incubated for 30 min with the secondary donkey antimouse IgG
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labeled with Cy5 (Jackson ImmunoResearch Laboratories, West Grove, PA).
Both primary and secondary antibody solutions were precleared by centrif-
ugation at 100,000 � g for 10 min. The coverslips were mounted in Fluoro-
mount-G (Southern Biotechnology, Birmingham, AL) containing 1 mg/ml
para-phenylenediamine.

Images were acquired using a Marianas imaging workstation (Intelligent
Imaging Innovation, Denver, CO). Twelve serial two-dimensional images
were recorded at 300-nm intervals. A Z-stack of images obtained was decon-
voluted using a nearest neighbor method. The quantitations of EGF-Rh were
performed only in experiments where cells were not permeabilized with the
detergent because the latter procedure results in a loss of cell-associated
EGF-Rh.

The amount of internalized EGF-Rh was quantitated as follows. The back-
ground was subtracted from deconvoluted images. The integrated intensity of
rhodamine fluorescence in all voxels corresponding to the z-stack of two-
dimensional images was calculated for each individual cells. These measure-
ments produced consistently similar values of rhodamine integrated intensity
for Grb2-depleted or intact cells in all independent experiments, thus validat-
ing the method. The single-cell assay differs from the conventional internal-
ization assay by using 125I-EGF in that the microscopy assay emphasizes the
punctate EGF-Rh fluorescence (coated pits, vesicles, and other receptor clus-
ters), whereas it underestimates the diffuse fluorescence of the plasma mem-
brane-bound EGF-Rh due to insufficient sensitivity of imaging systems within
the linear range of cooled charged-coupled detectors.

Statistical significance (p value) was assessed using the two-tailed Student’s
t test for unpaired samples.

Time-Lapse Imaging of Grb2-YFP
HeLa/Grb2-YFP cells (Cl-1) were grown on coverslips and assembled into the
closed perfusion chamber (Harvard Apparatus, Holliston, MA). The chamber
was mounted onto the microscope stage. The time-lapse image acquisition
was performed at 33°C through the narrow GFP (excitation 492/10 nm)
channel. Typically, 30 images (150-ms integration time) were acquired with
15-s intervals. Binning 2 � 2 mode was used. QuickTime movies were created
from the original SlideBook time-lapse images.

RESULTS

Stably Expressed Grb2-YFP Restores EGFR Endocytosis
and Signaling in Grb2-depleted Cells
Our previous studies in HeLa and porcine aortic endothelial
(PAE) cells demonstrated that knockdown of Grb2 by
siRNA results in dramatic inhibition of EGFR internalization
(Jiang et al., 2003; Huang et al., 2004). Hence, we analyzed the
mechanisms by which Grb2 regulates EGFR endocytosis.
First, we tested whether expression of a Grb2 fusion protein,
such as Grb2-YFP, can reverse the effects of Grb2 depletion.
To this end, we have chosen a strategy to stably express
Grb2-YFP in cells depleted of endogenous Grb2 by siRNA.
In this approach, cells constitutively expressing Grb2-YFP at
physiological levels can be isolated.

To generate HeLa cells stably expressing Grb2-YFP, en-
dogenous Grb2 was knocked down using vector-based short
hairpin RNA (shRNA) with simultaneous expression of
Grb2-YFP that has silencing mutations rendering this con-
struct insensitive to shRNA. From the selected clones, two
single cell clones (Cl-1 and Cl-10) of HeLa/Grb2-YFP cells
with minimal expression of endogenous Grb2 and moderate
expression of Grb2-YFP were chosen (Figure 1A). Cl-1 ex-
pressed very low amount of Grb2 (�5% of Grb2 level in
mock-transfected cells) and a nearly physiological level of
Grb2-YFP (�40% higher than the Grb2 level in the parent
HeLa cells). This clone was used in most of the subsequent
experiments.

Figure 1. Expression of Grb2-YFP restores
EGFR internalization and mitogen-activated
protein kinase signaling in Grb2-depleted
HeLa cells. (A) Western blot detection of
Grb2 in HeLa cells transiently transfected
with Grb2 siRNA (siRNA Grb2), transiently
mock-transfected (Mock), and HeLa cell
lines Cl-10 and Cl-1 stably expressing Grb2-
YFP and U6/Grb2-siRNA plasmids. Aster-
isks show nonspecific bands. (B) 125I-EGF (1
ng/ml) internalization rate constant (ke)
measured in cells described in A. The data
represent mean values from three experi-
ments (�SEM). (C) Cells described in A
were serum starved overnight and treated
with 1 ng/ml EGF at 37°C for the indicated
times. Cell lysates were resolved by electro-
phoresis. Activated MEK1/2 was detected
by blotting with antibodies to phosphory-
lated MEK1/2. The same blots were then
reprobed with the antibody to total
MEK1/2. The extent of MEK1/2 phosphor-
ylation is expressed as a ratio of phosphor-
ylated to total cellular MEK1/2.
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Both Cl-1 and Cl-10 displayed high rates of 125I-EGF in-
ternalization, indicating that Grb2-YFP fully rescued the
inhibitory effects of Grb2 knockdown on EGFR endocytosis
(Figure 1B). Depletion of Grb2 by siRNA also caused dra-
matic inhibition of EGF-induced MEK1/2 activation (Figure
1C). MEK1/2 activity was, however, fully restored in Cl-1
cells (Figure 1C). Interestingly, ERK1/2 activity was inhib-
ited only by 50% in cells depleted of Grb2 and also fully
rescued by Grb2-YFP (our unpublished data). The signifi-
cant activation of ERK1/2 in cells with very low MEK1/2
activity can be due to substantial molar excess of MEK1/2
over ERK1/2 in the cells and a 1000-fold increase of ERK
kinase activity by MEK1/2, leading to dramatic signal am-
plification at this step of the ERK activation cascade (re-
viewed in Pearson et al., 2001). In fact, binding of EGF to a
very small pool of EGFR was sufficient for the full activation
of ERK1/2 in several cell types (Soler et al., 1994a; Johannes-
sen et al., 2000).

The effective endocytosis of EGFR also could be observed
in HeLa/Grb2-YFP cells by fluorescence microscopy by us-
ing an EGF-Rh conjugate. When Cl-1 cells were incubated
with EGF-Rh at 4°C, conditions that allow recruitment of the
EGFR into coated pits but restrict endocytosis, Grb2-YFP
dots were highly colocalized with EGF-Rh dots at the
plasma membrane (Figure 2A). Previous studies demon-
strated that these dots represent clathrin-coated pits (Jiang et
al., 2003). When cells were incubated with EGF-Rh at 37°C,
EGF-Rh and Grb2-YFP were accumulated in the peripheral
and perinuclear endosomes (Figure 2A).

To examine localization of Grb2-YFP in living cells, time-
lapse imaging of EGF-stimulated cells was performed (Fig-

ure 2B) (see Quicktime movie in Supplemental Materials). In
unstimulated cells, Grb2-YFP was diffusely distributed in
the cytosol and nucleus. Similar pattern of localization was
observed for endogenous Grb2 by using immunofluores-
cence staining (Sorkin et al., 2000). Rapidly after EGF stim-
ulation, Grb2-YFP began to concentrate in small dots at the
edges of the cell. Further incubation at 37°C led to accumu-
lation of Grb2-YFP in endosomes located mostly in the pe-
rinuclear area of the cell. Together, microscopy analyses of
fixed and living cells demonstrated that Grb2-YFP accom-
panies EGFR at the plasma membrane and during the pas-
sage of receptors through endocytic compartments. These
data also illustrate that the dynamic localization of Grb2-
YFP can be analyzed in cells, in which this fusion protein is
expressed at physiological levels.

Cbl Overexpression Does Not Rescue EGF Endocytosis in
Grb2-depleted Cells
Stemming from our findings that Grb2 is essential for EGFR
internalization in HeLa cells and that Grb2-YFP can func-
tionally replace endogenous Grb2, we further investigated
the mechanisms by which Grb2 controls EGFR internaliza-
tion. Because Cbl proteins have been implicated in EGFR
internalization (Levkowitz et al., 1999; Thien et al., 2001;
Waterman et al., 2002; Jiang and Sorkin, 2003), we tested
whether overexpression of c-Cbl can overcome the inhibi-
tion of endocytosis imposed by Grb2 knockdown. In these
experiments, cells were cotransfected with Grb2-targeted
siRNA and a YFP-Cbl construct (Figure 3A). The endocyto-
sis of EGFR was analyzed using a fluorescence microscopy
assay by comparing EGF-Rh endocytosis in Grb2-depleted

Figure 2. Visualization of Grb2-YFP in
HeLa/Grb2-YFP Cl-1 cells. (A) Cl-1 cells
were treated with 10 ng/ml EGF-Rh at 4°C
for 1 h or with 2 ng/ml EGF-Rh at 37°C for
5 min and fixed. A z-stack of images was
acquired through the Cy3 (red) and YFP
(green) channels and deconvoluted. YFP
and Cy3 images representing individual op-
tical sections were merged after adjustment
of both fluorescence signals to similar levels
(Merge). Insets represent high-magnifica-
tion images of the regions shown by white
rectangles. In the merged inset image, YFP
image was shifted approximately by 230 nm
to the left relative to rhodamine images to
clearly assess the colocalization of Grb2-YFP
with EGF-Rh. n, cell nuclei. Bars, 10 �m. (B)
Cells were incubated with 100 ng/ml EGF
at 33°C, and images were acquired at 15-s
intervals. This high concentration of EGF
was used because of the significant dilution
of EGF during perfusion of the microscope
chamber. Times after EGF addition are in-
dicated in the left bottom corner of the im-
ages. White arrows show Grb2-YFP local-
ized to endocytic coats and forming vesicles
at cell edges, whereas red arrows show
Grb2-YFP localized in endosomes at some
distance from cell edges or in the perinu-
clear area of the cell. The corresponding
Quicktime movie is presented in Supple-
mental Materials. Bar, 10 �m.
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cells expressing or not expressing YFP-Cbl. The cells were
incubated with 2 ng/ml EGF-Rh for 5 min at 37°C, acid
washed (pH 4.5) to remove surface EGF-Rh, and analyzed
by three-dimensional (3-D) deconvolution microscopy as
described in Materials and Methods. These conditions are
optimized for monitoring the clathrin-mediated pathway of

EGFR internalization. For instance, endocytosis of EGF-Rh
measured using an identical assay was severely inhibited by
siRNA knockdown of clathrin heavy chain (Huang et al.,
2004).

As shown in Figure 3B, EGF-Rh was rapidly internalized
and accumulated in early/intermediate endosomes in the

Figure 3. YFP-Cbl-SH2 chimera rescues EGFR internalization in HeLa cells depleted of Grb2. (A) Schematic representation of Cbl-Grb2
chimeric proteins fused to YFP. The YFP-Cbl-SH2 chimera consists of YFP, residues 1–906 of c-Cbl, and the SH2 domain of Grb2.
YFP-Cbl-SH2/RA is a mutant YFP-Cbl-SH2 chimera with the substitution of Arg86 by alanine in the Grb2 SH2 domain. YFP-SH2 is the SH2
domain of Grb2 fused to YFP. (B–D) HeLa cells were mock transfected (B) or transiently transfected (C and D) with Grb2 siRNA. The cells
also were transfected with YFP-Cbl (C), YFP-Cbl-SH2 (D), or YFP-Cbl-SH2/RA (D, insets). The cells were incubated with 2 ng/ml EGF-Rh
for 5 min at 37°C and fixed. A z-stack of optical sections was acquired through the Cy3 (red) and YFP (green) channels and deconvoluted.
YFP and Cy3 images representing individual optical sections were merged after adjustment of the YFP signal (Merge). EGF-Rh images also
are displayed in quantitative pseudocolor using the same scale for all images. A.l.u.f.i., arbitrary linear units of fluorescence intensity. White
asterisks show positions of Grb2-depleted cells that do not express YFP fusion proteins (nonexp). Some of these cells can be seen by their
autofluorescence in the YFP filter channel. Bars, 10 �m. (E) Quantification of the amount of internalized EGF-Rh from experiments performed
as described in B–D. In experiments with all YFP-tagged proteins, the values of integrated intensity did not depend on the expression levels
of these fusion proteins. The error bars represent SEs (n � 20). ***p � 0.0001 compared with cells depleted of Grb2 and not expressing
YFP-tagged constructs (nonexp). (F) HeLa cells were transfected with control siRNA (mock) or Grb2 siRNA. The cells were also transfected
with YFP-Cbl or YFP-Cbl-SH2 as described in D. Internalization rates of 125I-EGF were measured as in Figure 1B.
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perinuclear area of control HeLa cells (processed with all
siRNA transfection reagents). In Grb2-depleted cells, a small
amount of EGF-Rh was present in the perinuclear vesicular
structures (presumably, endosomes) (see cells not express-
ing YFP marked by asterisks in Figure 3, C and D), and it
was virtually impossible to find cells with the significant
amount of internalized EGF-Rh. The residual internalization
in Grb2-depleted cells was probably due to either Grb2-
independent pathways of internalization or a small pool of
Grb2 remaining in the cells. The pattern of localization and
the intensity of EGF-Rh fluorescence was essentially the
same in cells expressing or not expressing YFP-Cbl (Figure
3C) or Cbl-GFP fusion proteins (our unpublished data).
These data suggest that c-Cbl overexpression did not func-
tionally compensate for the absence of Grb2.

Recruitment of Cbl to the EGFR through the SH2 Domain
of Grb2 Restores EGFR Endocytosis in Grb2-depleted
Cells
Our previous study suggested the importance of Cbl bind-
ing to the EGFR through the interaction of its carboxy ter-
minus with the SH3-containing proteins, such as Grb2 (Jiang
and Sorkin, 2003). Thus, we reasoned that to functionally
rescue the effects of Grb2 knockdown, Cbl must be situated
on the receptor molecule in a way that would mimic Cbl
position when it is bound to Grb2. Therefore, a chimeric
protein containing full-length c-Cbl fused at the carboxy
terminus to the SH2 domain of Grb2 (YFP-Cbl-SH2) was
constructed (Figure 3A). Such a chimera was expected to
bind to Grb2 binding sites of the EGFR.

Surprisingly, when expressed in Grb2-depleted cells, YFP-
Cbl-SH2 caused significantly larger accumulation of EGF-Rh
in endosomes compared with Grb2-depleted cells that did
not express the chimeric protein (Figure 3D). YFP-Cbl-SH2
was highly colocalized with EGF-Rh, suggesting that the
chimera efficiently binds to the EGFR. Mutational inactiva-
tion of the Grb2 SH2 domain in the YFP-Cbl-SH2 construct
(R86A mutation) resulted in a chimeric protein that failed to
restore EGF-Rh endocytosis in Grb2-depleted cells (Figure
3D, insets). This observation established that the rescue ef-
fect of YFP-Cbl-SH2 chimera requires the functional SH2
domain of Grb2.

Quantitative analysis revealed that the amount of inter-
nalized EGF-Rh in Grb2-depleted, YFP-Cbl-SH2–expressing
cells was significantly higher than the amount of EGF-Rh in
neighboring cells that did not express the YFP-Cbl-SH2 chi-
mera or in independent cultures of Grb2-depleted, DNA
mock-transfected cells (Figure 3E). Although the extent of
Grb2 depletion in each individual cell could not be con-
trolled by immunostaining because of the loss of EGF-Rh
due to cell permeabilization, very small variation in the
amount of EGF-Rh per cell within the population of ran-
domly chosen Grb2-depleted cells (Figure 3E) suggested
that EGF-Rh endocytosis was substantially inhibited in all
cells in the population.

The extent of EGF-Rh endocytosis in Grb2-depleted and
YFP-Cbl-SH2–expressing cells was similar to that in cells
that were not depleted of Grb2 (Figure 3E). Interestingly,
control experiments, in which Grb2 SH2 domain tagged
with YFP (Figure 3A) (Jiang et al., 2003) was expressed in
Grb2-depleted cells, revealed that this fusion protein not
only failed to rescue EGFR endocytosis but caused complete
disappearance of detectable internalized EGF-Rh (Figure
3E). This observation implies that the residual endocytosis in
Grb2-depleted cells is likely to be dependent on Grb2 bind-
ing sites in the EGFR, which are blocked by overexpression
of SH2-YFP.

In addition to the single-cell internalization assay, 125I-
EGF endocytosis was measured in total cell populations of
Grb2-depleted cells as described in Figure 1B. As shown in
Figure 3F, the apparent rate of internalization was increased
by �65% in cells transfected with YFP-Cbl-SH2, whereas it
was not increased by expression of YFP-Cbl compared with
Grb2-depleted cells. Such partial increase was expected be-
cause the efficiency of DNA plasmid transfection under
conditions of siRNA/DNA cotransfection was significantly
lower (15–20%) compared with that of siRNA transfection
(essentially 100%). This resulted in YFP-Cbl-SH2 expression
and therefore rescue of endocytosis in only a small pool of
Grb2-depleted cells. Because the data obtained in two inter-
nalization assays correlated well and because the conven-
tional biochemical assay is less reliable due to difficulties in
matching expression levels and transfection efficiencies of
different Cbl-SH2 fusion constructs, subsequent experiments
relied on the quantitative single-cell assay.

The data in Figure 3 demonstrated that the YFP-Cbl-SH2
chimera that is capable of binding to Grb2 interaction sites of
the EGFR restores EGFR endocytosis in Grb2-depleted cells.
To test whether this restored endocytosis is mediated by
clathrin-associated machinery, the effect of depletion of
clathrin adaptor complex AP-2 on EGFR endocytosis in
Grb2-depleted/YFP-Grb2-SH2 chimera-rescued cells was
tested using siRNA targeting �2 subunit of AP-2 (Motley et
al., 2003). As shown in Figure 4A, �2 siRNA inhibited
EGF-Rh endocytosis to the same extent in mock-transfected
(control siRNA and DNA) and Grb2-depleted/YFP-Cbl-
SH2–rescued cells. Furthermore, EGF-Rh was well colocal-
ized with EEA.1 in YFP-Cbl-SH2–expressing cells (Figure
4B), confirming that the vesicular-shape compartments con-
taining EGF-Rh represent early/sorting endosomes. These
data imply that the pathways of EGFR endocytosis in YFP-

Figure 4. EGF-Rh is internalized in AP-2–dependent manner and
accumulates in early endosomes in cells depleted of Grb2 and
expressing YFP-Cbl-SH2 chimera. (A) HeLa cells were mock trans-
fected or transfected with Grb2 siRNA or �2 siRNA. The cells were
also transfected with YFP-Cbl-SH2 as described in Figure 3D. The
incubations with EGF-Rh and quantitations of the amount of
EGF-Rh in endosomes were performed as described in Figure 3,
B–E. The error bars represent SEs (n � 10). ***p � 0.0001 compared
with cells depleted of �2. (B) HeLa cells were transfected with Grb2
siRNA and YFP-Cbl-SH2, incubated with EGF-Rh as described in D,
fixed, permeabilized, and stained with a mAb to EEA.1 followed by
secondary donkey anti-mouse IgG conjugated with Cy5. A z-stack
of optical sections was acquired through the Cy3, Cy5, and YFP
channels and deconvoluted. Cy5, YFP, and Cy3 images representing
individual optical sections cells were merged (Merge). Yellow sig-
nifies colocalization of rhodamine and YFP labels; cyan of rhoda-
mine and Cy5, and white of all three labels. Bar, 10 �m.
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Cbl-SH2–rescued cells are similar to those pathways nor-
mally utilized by EGFR in intact cells.

Cbl RING Finger Domain Is Critical for the Rescue Effects
of the Cbl-Grb2 Chimera
Figure 3 shows that the recruitment of c-Cbl to the EGFR via
receptor Grb2 binding sites is sufficient to compensate for
the inhibitory effect of Grb2 knockdown on receptor endo-
cytosis. To examine which functions of YFP-Cbl-SH2 chi-
mera are responsible for the rescue effects, several point
mutations in the SH2-like/phosphotyrosine binding (PTB)
domain (G306E), linker (C381), RING domain (W408A)
(Levkowitz et al., 1999; Thien et al., 2001), and CIN85 binding
site (R829A) (Kowanetz et al., 2003) were made in the chi-
mera, and the resulting mutants were tested for the ability to
rescue EGF-Rh endocytosis in Grb2-depleted cells as de-
scribed in Figure 3. The quantitative analysis of 3-D images
revealed that both mutations that abolish the activity of
RING domain (C381A and W408A) resulted in a signifi-
cantly reduced ability to support EGF-Rh endocytosis com-
pared with “wild-type” Cbl-SH2 chimera (Figure 5). Very

minimal, if any, colocalization of EGF-Rh with EEA.1 was
detected in cells expressing YFP-Cbl/C381A-SH2 or YFP-
Cbl/W408A-SH2 fusion proteins (our unpublished data). In
contrast, mutation of CIN85 binding site did not affect the
internalization rescue capacity of YFP-Cbl-SH2. Interest-
ingly, a mutant with defective SH2-like domain (G306E)
displayed intermediate rescue capacity (Figure 5). These
data indicate that the RING domain is critical for the Cbl
function in endocytosis. However, inactivation of the RING
domain did not abolish EGFR endocytosis to the level ob-
served in Grb2-depleted cells, suggesting that interactions of
other parts of Cbl molecule may support endocytosis in the
absence of RING function.

To test whether expression of YFP-Cbl-SH2 chimera results
in ubiquitylation of EGFR, EGFR was immunoprecipitated
from Grb2-depleted cells that were DNA mock transfected or
transfected with YFP-Cbl, YFP-Cbl-SH2, or YFP-Cbl/W408A-
SH2. EGFR ubiquitylation was not detected in unstimulated
cells regardless of whether cells were transfected or not with
YFP constructs. EGF stimulation of mock-transfected cells re-
sulted in the appearance of a characteristic smear of high-
molecular-weight ubiquitin immunoreactivity in EGFR immu-
noprecipitates (Figure 6A). The ubiquitylation of EGFR was,
however, dramatically inhibited in cells depleted of Grb2.
These data demonstrate that Grb2 is essential for Cbl-mediated
ubiquitylation of EGFR.

Expression of YFP-Cbl-SH2 chimera in Grb2-depleted cells
recovered EGFR ubiquitylation (Figure 6A). Consistently, Cbl-
Grb2 chimeric proteins were effectively coprecipitated with
EGFR due to the interaction of the Grb2 SH2 domain with the
receptor (Figure 6B). The ubiquitylation-rescue effect was ab-
solutely dependent on the presence of the functional RING
domain because W408A (Figure 6A) or C381A mutants (our
unpublished data) of the chimera did not restore EGFR ubiq-
uitylation in Grb2-depleted cells. In contrast, EGFR ubiquity-
lation in Grb2-depleted cells was not rescued by overexpres-
sion of YFP-Cbl as assessed by quantitations of the amounts of
ubiquitin immunoreactivity normalized to the EGFR immuno-
reactivity in EGFR immunoprecipitates (Figure 6, A and C).
This conclusion is supported by the observation of negligible
coimmunoprecipitation of YFP-Cbl with EGFR in the absence
of Grb2 (Figure 6B).

Cbl Amino-Terminal Domain Is Sufficient for Mediating
Grb2-dependent Endocytosis of EGFR
The data of Figures 5 and 6 demonstrated the importance of
RING domain function in the endocytosis rescue capacity of
Cbl-Grb2 chimeras. To test whether the functional RING
domain is sufficient to recover EGFR endocytosis in Grb2-
depleted cells, a fusion of the Grb2 SH2 domain and the
amino terminus of c-Cbl (residues 1–450) encompassing the
tyrosine kinase binding (TKB) linker and RING domains
was generated (YFP-C’450-SH2; Figure 7A). Several amino
acid residues in the TKB domain are engaged in the intramo-
lecular interactions with the linker and RING domains en-
suring proper folding of the RING domain (Zheng et al.,
2000). Figure 7B shows that EGF-Rh was efficiently internal-
ized in Grb2-depleted cells expressing this chimeric protein.
The pattern of EGF-Rh localization was indistinguishable
from that observed in cells expressing a chimeric protein
containing the full-length c-Cbl. EGF-Rh was well colocal-
ized with EEA.1 in endosomes of cells expressing YFP-
C’450-SH2 (Figure 7D). The amounts of endosomal EGF-Rh
were similar in cells expressing YFP-C’450-SH2 and YFP-
Cbl-SH2 proteins (Figure 7C). Measurements of 125I-EGF
uptake performed as described in Figure 3F demonstrated
essentially the same rescue effect (�65%) of YFP-C’450-SH2

Figure 5. Point mutations in the YFP-Cbl-SH2 chimera affect en-
docytosis rescue capacity of the chimera in cells depleted of Grb2.
HeLa cells were transiently transfected with Grb2 siRNA and either
with YFP-Cbl-SH2 (WT) or its mutants schematically shown on the
top. The cells were incubated with EGF-Rh, fixed, and imaged as
described in Figure 3. The quantification of the amount of internal-
ized EGF-Rh from experiments was performed as in Figure 3E. Cells
transfected with Grb2 siRNA and not expressing YFP fusion pro-
teins are designated as nonexp. In experiments with all YFP-tagged
proteins, the values of integrated intensity did not depend on the
expression levels of these fusion proteins. The error bars represent
SEs (n � 20). **p � 0.002 compared with cells depleted of Grb2 and
expressing YFP-Cbl-SH2 (WT). A.l.u.f.i., arbitrary linear units of
fluorescence intensity.
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and YFP-Cbl-SH2 proteins (our unpublished data). To-
gether, the data in Figure 7 suggested that the amino termi-
nus of Cbl recruited to the Grb2 binding sites of the EGFR is
sufficient to reverse the inhibition of EGFR internalization
caused by Grb2 knockdown.

To test whether SH2-like, linker, and RING domains of
Cbl are important for the rescue ability of the Cbl amino
terminus, corresponding mutants of YFP-C’450-SH2 were
prepared (Figure 7A). Expression of YFP-C’450-SH2 with
mutations inactivating RING domain failed to restore EGFR
endocytosis (Figure 7, B and C). As in experiments with the
full-length Cbl-Grb2 chimeras (Figure 5), G306E mutation in
the YFP-C’450-SH2 partially abolished the rescue effect of
this chimera (Figure 7C).

Thus, the data in Figure 7 demonstrated that the associa-
tion of the amino-terminal domain of c-Cbl containing func-
tional RING domain with the EGFR is necessary and suffi-
cient to restore EGFR endocytosis in cells depleted of Grb2.
The SH2/-like domain of Cbl may be necessary for the full
effectiveness of the RING domain.

To test whether recruitment of the Cbl amino-terminal do-
main via an SH2 domain of EGFR-binding proteins other than
Grb2 also can restore endocytosis in Grb2-depleted cells, we
took advantage from the observation of the robust binding of

the N-terminal SH2 domain of PLC�1 to the EGFR, which is
maintained during EGFR endocytosis (Chattopadhyay et al.,
1999; Matsuda et al., 2001; Wang et al., 2001; Wang and Wang,
2003). The SH2 domain of Grb2 in YFP-C’450-SH2 was re-
placed by either single N-SH2 or a tandem of two SH2 domains
of PLC�1 to generate YFP-C’450-PLC.N/SH2 and C’450-
PLC.NC/SH2, respectively (Figure 8A). Expression of these
chimeric proteins restored EGF-Rh endocytosis in Grb2-de-
pleted cells (Figure 8, B and C). Both Cbl-PLC�1 chimeras were
colocalized with endosomal EGF-Rh, indicative of high affinity
and stable association with activated EGFR (Figure 8B). These
data suggest that the strength and longevity of association with
EGFR are important for the endocytosis-rescue activity of the
Cbl amino terminus. Because SH2 domains of PLC�1 can bind
to a number of phosphotyrosines of EGFR, including Tyr1068
(Soler et al., 1994b; Chattopadhyay et al., 1999), it is difficult to
determine whether a particular architecture of the EGFR:chi-
mera complex is beneficial for the endocytosis-rescue effects.

The Interaction of Cbl with CIN85 Has a Redundant Role
in EGFR Endocytosis
To test whether Cbl interaction with CIN85 has a role in
Grb2-mediated EGFR endocytosis, we tested whether the
carboxy-terminal domain of Cbl, responsible for interaction

Figure 6. YFP-Cbl-SH2 chimeras bind EGFR and rescues ubiquitination of EGFR in Grb2-depleted cells. HeLa cells were transiently mock
siRNA transfected or transfected with Grb2 siRNA. The cells also were mock DNA transfected or transfected with YFP-Cbl-SH2 chimera,
mutant W408A of this chimera (see Figure 4), or YFP-Cbl. The cells were incubated with 20 ng/ml EGF for 2 min at 37°C and lysed. EGFR
was immunoprecipitated (IP) with antibody 528. Immunoprecipitates and lysates were resolved on 7.5% SDS-PAGE and probed by Western
blotting with antibody P4D1 to ubiquitin (A), GFP (B), antibody 2913 to EGFR (C), Grb2 (D), c-Cbl (E), and PP1 (F, nonspecific control).
Asterisk in B marks a portion of the blot that was overexposed to demonstrate the presence of a small amount of YFP-Cbl in EGFR
immunoprecipitates.
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with CIN85, is capable of restoring EGF-Rh endocytosis in
Grb2-depleted cells. To this end, a YFP-tagged fusion of the
Cbl fragment encompassing residues 435–906 with the Grb2
SH2 domain was generated (Figure 9A). The expression of
this chimera in Grb2-depleted cells resulted in a slightly
larger accumulation of EGF-Rh in endosomes as compared
with non-YFP–expressing cells, suggesting a partial rescue
effect. However, the extent of the rescue of EGFR endocyto-
sis was 4 times smaller than that of the rescue achieved in
cells expressing a RING-containing chimeric protein (YFP-
C’450-SH2) (Figure 9, B and C). The reduced rate of endo-
cytosis also was suggested by the observation that EGF-Rh

was accumulated in EEA.1-containing endosomes in cells
expressing the YFP-N�435-SH2 chimera only after 15 min of
continuous endocytosis (Figure 9D). In contrast, 5 min of
internalization was sufficient for EGF-Rh to reach large pe-
rinuclear EEA.1-positive endosomes in cells rescued by ex-
pression of RING-containing chimeras (Figure 7C).

The partial rescue of EGFR endocytosis by YFP-N�435-
SH2 was dependent on the interaction of this chimeric pro-
tein with the SH3 domain of CIN85 because mutation of
Arg829, a key residue in the CIN85 interaction motif in c-Cbl
(Kowanetz et al., 2003), abolished the rescue effect of the
YFP-N�435-SH2 chimera (Figure 9, B and C). However, in

Figure 7. Grb2 chimera with amino terminus of Cbl restores EGFR internalization in Grb2-depleted cells. (A) Schematic representation of
YFP-C’450-SH2 chimeric protein. YFP-C’450-SH2 contains c-Cbl fragment encompassing residues 1–450 flanked with YFP and the SH2
domain of Grb2. Mutations made in the construct are indicated. For example, YFP-C’450/CA-SH2 is a mutant of YFP-C’450-SH2 with the
substitution of Cys381 by alanine. (B) HeLa cells were transfected with Grb2 siRNA and YFP-C’450-SH2, YFP-C’450/CA-SH2 or other
mutants (our unpublished data). The cells were treated with EGF-Rh, fixed, and imaged as described in Figure 3. YFP and Cy3 images
representing individual optical sections were merged after adjustment of the YFP signal (Merge). EGF-Rh images also are displayed in
quantitative pseudocolor by using the same scale for both images. A.l.u.f.i., arbitrary linear units of fluorescence intensity. White asterisks
show positions of Grb2-depleted cells that do not express YFP fusion proteins (nonexp). Bars, 10 �m. (C) Quantification of the amount of
internalized EGF-Rh from experiments performed as described in B. In experiments with all YFP-tagged proteins, the values of integrated
intensity did not depend on the expression levels of these fusion proteins. The error bars represent SEs (n � 15–20). *p � 0.05 compared with
cells depleted of Grb2 and not expressing YFP-tagged constructs (nonexp). (D) HeLa cells transfected with Grb2 siRNA and YFP-C’450-SH2
were incubated with EGF-Rh, fixed, and processed for immunostaining with EEA.1 antibody as in Figure 3F. The z-stack of optical sections
was acquired through the Cy3 (red), Cy5 (green), and YFP (our unpublished data) channels and deconvoluted. Cy5 and Cy3 images
representing individual optical sections were merged (Merge). Yellow signifies colocalization of rhodamine and Cy5 labels. Bar, 10 �m.
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agreement with Figure 4, R829A mutation had no influence
on the endocytosis rescue capacity of the full-length Cbl
chimera in Grb2-depleted cells (Figures 9C). These data
suggest that Arg829-mediated interactions are not essential
for Cbl function in EGF-Rh endocytosis but may participate
in endocytosis in the absence of RING domain activity of Cbl
proteins associated with the EGFR.

DISCUSSION

In this study, we exploited the siRNA knockdown and res-
cue approach to confirm the role of Grb2 in EGFR internal-
ization and to further investigate the mechanisms by which
Grb2 participates in this process. At least in two types of
cells, HeLa and PAE cells, Grb2 is essential for clathrin-
mediated pathway of EGFR internalization (Jiang et al., 2003;
Huang et al., 2004; this study). In both cell types, this con-
clusion was reached under conditions of moderate EGFR
expression and by using low physiological concentrations of
EGF. In NIH 3T3 and B82 mouse fibroblast cell lines, ex-
pressing transfected EGFR, Grb2 depletion by siRNA re-
sulted in 65 and 40% reduction of EGF internalization rates,
respectively (our unpublished data). Elimination of Grb2
binding sites in the EGFR by point mutations or large dele-
tions did not affect receptor internalization in NIH 3T3 and
B82 cells (Chen et al., 1989; Chang et al., 1993; Sorkina et al.,
2002). Therefore, there might be other physiological and/or
compensatory mechanisms of EGFR endocytosis that do not
rely on Grb2. These alternative pathways can be clathrin
dependent and independent. For example, it has not been
tested whether endocytosis of EGFR mutants lacking Grb2

binding sites in NIH 3T3 and B82 cells is mediated by
clathrin-coated pits. For some truncated EGFR mutants,
such as C’1022, the kinetics and EGFR kinase dependence of
internalization is different from that of wild-type EGFR,
which indicates that the mechanism of endocytosis of such
truncated mutants may not be physiological (Chen et al.,
1989; our unpublished data). In addition, in the absence of
Grb2 binding sites in EGFR mutants, other phosphoty-
rosines in the EGFR may bind Grb2 and support endocyto-
sis, especially in cells overexpressing these EGFR mutants.
Finally, the relative contribution of Grb2-dependent and
other pathways of clathrin-dependent and -independent en-
docytosis may be cell specific.

The mechanisms of Grb2-dependent EGFR endocytosis
have been difficult to analyze because Grb2 is indispensable
for cell growth and survival. The importance of Grb2 is
illustrated by early embryonic lethality of Grb2 knockout
mice that made it impossible to generate mouse embryonic
fibroblast lines from Grb2�/� animals (Cheng et al., 1998).
Likewise, we were unable to develop stable cell lines de-
pleted of Grb2 or expressing Grb2-YFP or its mutants. The
cells constitutively expressing Grb2-YFP could be generated
only when endogenous Grb2 was eliminated by shRNA, and
Grb2-YFP was expressed at physiological levels (Figure 1).
The development of cell lines expressing fluorescently
tagged Grb2, in which the effects of siRNA Grb2 knockdown
on endocytosis and signaling were fully reversed, allowed
demonstration the specificity of Grb2 siRNA effects.

The data obtained with HeLa/Grb2-YFP cells have addi-
tional implications. Over the years, numerous studies, in-
cluding from our laboratory, have analyzed localization and

Figure 8. Chimera consisting of PLC�1 SH2 domains and the amino terminus of Cbl restores EGFR internalization in Grb2-depleted cells.
(A) Schematic representation of YFP-C’450-SH2 chimeric proteins. YFP-C’450-PLC.N/SH2 and YFP-C’450-PLC.NC/SH2 contain c-Cbl
fragment encompassing residues 1–450 flanked with YFP and, respectively, the single N-SH2 domain or a tandem of two SH2 domains of
PLC�1. (B) HeLa cells were cotransfected with Grb2 siRNA and either YFP-C’450-SH2, YFP-C’450-PLC.N/SH2, or YFP-C’450-PLC.NC/SH2.
The cells were treated with EGF-Rh, fixed, and imaged as described in Figure 3. YFP and Cy3 images representing individual optical sections
were merged after adjustment of the YFP signal (Merge). EGF-Rh images also are displayed in quantitative pseudocolor by using the same
scale for both images. Insets represent high-magnification images of the regions shown by white rectangles and demonstrate localization of
the chimeric proteins in endosomes containing EGF-Rh. A.l.u.f.i., arbitrary linear units of fluorescence intensity. Bars, 10 �m. (C) Quantifi-
cation of the amount of internalized EGF-Rh from experiments similar to those presented in B. The error bars represent SEs (n � 10).
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activities of various proteins that were tagged with green
fluorescent protein or its variants and transiently or stably
expressed in mammalian cells. However, the caveats of
these types of experiments are the presence of an endoge-
nous protein and overexpression of tagged proteins, which
often leads to their mistargeting and altered activities. Our
work offers a simple approach of creating a human cell
model system that allows visualization and analysis of the
behavior and function of fluorescently labeled proteins ex-
pressed at physiological levels without the interference of
the endogenous protein. Even initial comparison of Grb2
trafficking in this system and in cells overexpressing Grb2
revealed significant differences. Whereas overexpressed
Grb2-YFP was robustly recruited to the plasma membrane

ruffles upon EGF treatment (Sorkin et al., 2000), no ruffle
targeting of Grb2-YFP was observed in cells expressing
physiological levels of Grb2-YFP (Figure 2B).

The knockdown and rescue approach also has enabled us
to dissect the mechanisms by which Grb2 interaction with
Cbl regulates EGFR endocytosis. Because of the controver-
sial literature on the function of Cbl in EGFR internalization,
we initially attempted to use siRNA approach to directly test
for the role of Cbl proteins in EGFR endocytosis. After
examination of 15 different siRNA duplexes targeted to
Cbl-b and c-Cbl, including those recently published (Mitra et
al., 2004), we have not been able to identify siRNAs that
produced 	90% decrease in the combined immunoreactiv-
ity of c-Cbl and Cbl-b. Under these conditions EGFR inter-

Figure 9. CIN85 interaction with Cbl is dispensable for EGFR internalization. (A) Schematic representation of Cbl-Grb2 chimeric proteins
fused to YFP. The YFP-N�435-SH2 chimera consists of YFP, residues 435–906 of c-Cbl, and the SH2 domain of Grb2. YFP-N�435/RA-SH2 is
a mutant YFP-N�435-SH2 chimera with the substitution of Arg829 (essential for CIN85 binding) to alanine in the c-Cbl fragment.
YFP-Cbl/RA-SH2 contains YFP, full-length c-Cbl with the R829A mutation, and the SH2 domain of Grb2. (B) HeLa cells were transfected with
Grb2 siRNA and either YFP-N�435-SH2 or YFP-N�435/RA-SH2. Cells were incubated with EGF-Rh, fixed, and imaged as described in Figure
3. YFP and Cy3 images representing individual optical sections were merged (Merge). EGF-Rh images also are displayed in quantitative
pseudocolor using the same scale for both images. A.l.u.f.i., arbitrary linear units of fluorescence intensity. White asterisks show positions of
Grb2-depleted cells that do not express YFP fusion proteins (nonexp). Inset represents high-magnification image of the region shown by white
rectangles and demonstrate localization of the chimeric protein in endosomes containing EGF-Rh. Bars, 10 �m. (C) Quantification of the
amount of internalized EGF-Rh from experiments similar to those presented in Figures 7B and 9B. In experiments with all YFP-tagged
proteins, the values of integrated intensity did not depend on the expression levels of these fusion proteins. The error bars represent SEs (n �
20). ***p � 0.0001 compared with cells depleted of Grb2 and not expressing YFP-tagged constructs (nonexp). (D) HeLa cells transfected with
Grb2 siRNA and YFP-N�435-SH2 were incubated with EGF-Rh for 15 min at 37°C, fixed, and processed for immunostaining with EEA.1
antibody. The z-stack of optical sections was acquired through the Cy3 (red), Cy5 (green) and YFP (our unpublished data) channels and
deconvoluted. Cy5 and Cy3 images representing individual optical sections were merged (Merge). Yellow signifies colocalization of
rhodamine and Cy5 labels. Bar, 10 �m.
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nalization rates were reduced by 50%. It is possible that the
residual pool of c-Cbl/Cbl-b proteins is sufficient to support
endocytosis of a small number of activated EGFR under
conditions of our internalization assay. It is also possible that
Cbl-3 (Cbl-c), which can interact with Grb2 (Courbard et al.,
2002), promotes EGFR ubiquitylation and endocytosis in the
absence of c-Cbl and Cbl-b. Similarly, residual Cbl-b and
Cbl-3 in c-Cbl�/� mouse embryonic fibroblasts could ade-
quately support EGFR endocytosis in these cells (Duan et al.,
2003). Therefore, the functional redundancy in Cbl family
prompted us to examine the role of Grb2–Cbl interactions by
using Grb2-Cbl chimeric proteins in the context of knock-
down and rescue assay.

The experiments with Cbl-Grb2 chimeras demonstrated
that the recruitment of Cbl to Grb2 binding sites of the EGFR
is sufficient to completely restore receptor internalization in
the absence of Grb2 (Figures 3 and 4). This finding suggests
that Grb2 interactions with dynamin, SOS, or other SH3
binding proteins, such as POB1 (Nakashima et al., 1999), are
dispensable, if not important at all, for EGFR endocytosis. In
fact, Grb2 SH2 chimeras with SOS1 or dynamin II that were
constructed analogously to the Cbl-Grb2 chimeras did not
rescue EGFR endocytosis in Grb2-depleted cells (our unpub-
lished data). On the other hand, we were able to generate
stable HeLa cell lines, in which Grb2 was down-regulated by
shRNA, whereas the SOS-Grb2 chimera was stably ex-
pressed (our unpublished data). The growth compensation
effect of the SOS-Grb2 chimera is reminiscent to the mouse
knockin studies, in which a similar Grb2-SOS chimera res-
cued the embryonic lethality caused by Grb2 knockout
(Cheng et al., 1998). In contrast, growth defects due to Grb2
depletion could not be compensated by expression of the
YFP-Cbl-SH2 chimera (our unpublished data).

Our data emphasized the importance of indirect, Grb2-
mediated binding of Cbl to the EGFR for the regulation of
receptor internalization. Cbl contains a variant of SH2 do-
main. However, this SH2-like domain alone cannot bind
phosphotyrosine-containing motifs but requires the cooper-
ation of the entire amino-terminal TKB domain (Meng et al.,
1999). The direct binding of Cbl TKB domain to phosphor-
ylated Tyr1045 (pTyr1045) was demonstrated using in vitro
competition experiments with v-Cbl, a truncated variant of
c-Cbl consisting of the TKB domain and a pTyr1045-contain-
ing peptide (Levkowitz et al., 1999). However, the same
peptide did not interfere with the interaction of the full-
length c-Cbl and EGFR, suggesting the prevailing role of
other Cbl-EGFR association determinants (Levkowitz et al.,
1999). In our experiments overexpression of c-Cbl, capable
of direct binding to the EGFR, did not lead to stable associ-
ation of c-Cbl with EGFR in the absence of Grb2, as judged
by the absence of coimmunoprecipitation, and did not func-
tionally compensate for Grb2 knockdown (Figures 3, 5, and
6). Thus, we propose that within the receptor dimer or
monomer, the association of the carboxy-terminal proline-
rich sequences of Cbl with Grb2 bound to EGFR allows Cbl
TKB domain to be stably associated with EGFR pTyr1045,
whereas the affinity of the latter interaction is not sufficient
to sustain the association without the cooperation of the
SH3-mediated interaction. Our findings are consistent with
the model of Cbl interaction with the c-Met receptor, al-
though unlike EGFR, the site of direct Cbl interaction with
c-Met is in the juxtamembrane portion of the receptor (Pes-
chard et al., 2001). Whereas Grb2-mediated association is the
main mechanism of Cbl recruitment to the EGFR and is
sufficient for EGFR internalization, interaction of Cbl TKB
domain with pTyr1045 is essential for the maximal ubiqui-
tylation and lysosomal targeting of the receptor (Levkowitz

et al., 1999; Waterman et al., 2002; Jiang et al., 2003; Jiang and
Sorkin, 2003).

In light of this model, it is surprising that functional
SH2-like domain of Cbl was necessary for the full internal-
ization-rescue activity of Cbl amino terminus (Figures 4 and
6). These data disagree with the observations that overex-
pression of c-Cbl G306E mutant did not affect EGFR inter-
nalization (Jiang and Sorkin, 2003). This discrepancy empha-
sizes the importance of the knockdown and rescue approach
as opposed to an approach of a plain overexpression of the
dominant-negative mutants that often suffers from the in-
sufficient levels of mutant expression and presence of en-
dogenous proteins. Because Cbl binding site in the EGFR
(Tyr1045) is not necessary for internalization (Jiang and
Sorkin, 2003; Oksvold et al., 2003; Grovdal et al., 2004), it is
possible that TKB domain of Cbl has a function(s) additional
to interaction with phosphotyrosine residues, as suggested
previously (Meng et al., 1999).

The amino-terminal domain of c-Cbl, containing func-
tional RING domain, fully restored EGFR endocytosis when
recruited to the receptor by the SH2 domain of Grb2 (Figure
7). Furthermore, other SH2 domains, such as PLC�1 N-SH2,
capable of high-affinity interaction with EGFR, could replace
Grb2 SH2 domain in the context of the RING-containing
chimeric proteins in their capacity to restore EGFR endocy-
tosis in Grb2-depleted cells (Figure 8). Although c-Cbl is
capable of interaction with PLC�1 SH3 domain (Tvorogov
and Carpenter, 2002; Choi et al., 2003), PLC�1�/� fibro-
blasts display normal EGFR trafficking (Ji et al., 1998). This
suggests that Grb2-mediated binding of Cbl to EGFR is the
main physiological mechanism of Cbl recruitment to the
EGFR; however, in the absence of Grb2, association of Cbl
through PLC�1and other proteins can be a compensatory
mechanism. These data also suggest that sustained associa-
tion with EGFR is critical for the rescue activity of the Cbl
amino terminus. Because SH2 domains of PLC�1 and other
proteins, when overexpressed, can bind to various phospho-
tyrosines of EGFR (Soler et al., 1994b; Chattopadhyay et al.,
1999), it is difficult to determine whether a particular posi-
tioning of Cbl on the EGFR is most effective to support EGFR
internalization.

Analysis of various mutant Cbl-Grb2 chimeras strongly
indicated that the function of the RING domain is essential
for the rescue effect of these chimeras on EGFR endocytosis
(Figures 3–7). These data are consistent with the observa-
tions of the dominant-negative effects of overexpression of
RING domain mutants of c-Cbl (Thien et al., 2001; Jiang and
Sorkin, 2003) and Sprouty 2 that binds to the RING domain
of Cbl (Stang et al., 2004) on EGFR internalization. However,
the effect of Sprouty 2 cannot be unequivocally interpreted
because Sprouty also directly binds to Grb2 and, when
overexpressed, reduces Cbl binding to the EGFR.

The major and a well recognized function of the RING
domain of Cbl is to recruit the ubiquitin ligase complex that
mediates ubiquitylation of the EGFR. Alternatively, binding
of proteins other than E2 ubiquitin ligases to the RING
domain may link the EGFR–Grb2–Cbl complex to the clath-
rin coat. An example of RING-binding protein is Sprouty;
however, this protein is thought to play a negative role in
EGFR endocytosis (Wong et al., 2002; Stang et al., 2004). Two
observations made in our study support the notion that the
ubiquitylation function of Cbl is important for EGFR endo-
cytosis mediated by Cbl-Grb2 chimeras. First, two different
mutations in Cbl, both known to inhibit RING domain func-
tion through distinct mechanisms, have inactivated this chi-
mera (Figures 5 and 7). One of the mutated residues, Trp408,
directly participates in the interaction of the RING with the

Grb2 and Cbl Control EGFR Internalization

Vol. 16, March 2005 1279



E2 ligase (Zheng et al., 2000). Second, expression of YFP-Cbl-
SH2 protein in Grb2-depleted cells restored EGFR ubiquity-
lation in a manner absolutely dependent on the intact RING
domain (Figure 6). On the other hand, dramatic inhibition of
EGFR ubiquitylation in EGFR Y1045F mutant did not result
in significant inhibition of its internalization (Jiang and Sor-
kin, 2003; Grovdal et al., 2004). This suggests that if EGFR
ubiquitylation is indeed involved in internalization, very
small number of ubiquitination sites in the EGFR is sufficient
to support this process.

Although our experiments established the essential role of
the RING domain, they also confirmed that at least in HeLa
cells, binding to CIN85 to the carboxy terminus of Cbl can
function as an internalization mechanism, although this
mechanism is significantly less effective than the RING-
dependent mechanism. Because mutation of CIN85 binding
site in full-length Cbl-Grb2 chimera did not affect the rescue
capacity of this chimera, we suggest that CIN85-mediated
mechanism is not normally involved in Grb2- and Cbl-
mediated endocytosis unless the function of the RING do-
main is unavailable. This is consistent with our previous
observations that overexpression of dominant-negative mu-
tants of CIN85 did not have a specific inhibitory effect on
EGFR internalization in HeLa cells (Jiang and Sorkin, 2003).

Assuming that EGFR ubiquitylation is indeed important
for receptor endocytosis, it remains unknown how exactly
this ubiquitylation participates in the clathrin-dependent
process. Three coated pit proteins, epsin, Eps15, and Eps15R,
contain ubiquitin-interacting domains. It is therefore tempt-
ing to suggest that ubiquitinated EGFR can bind to one of
these proteins. For instance, in some cells Eps15 can be
recruited to the plasma membrane in an EGF-dependent
manner and positioned in the same location at the rim of
coated pits as the EGFR–Grb2–Cbl complex (Stang et al.,
2004). However, siRNA knockdown analysis of epsin 1,
Eps15, and Eps15R did not provide support for the notion of
the specific role of these proteins in clathrin-mediated inter-
nalization of EGFR (Huang et al., 2004). Mapping the ubiq-
uitylation sites in the EGFR that are specifically responsible
for the internalization step of endocytic trafficking of the
receptor will be necessary to unequivocally establish the role
of ubiquitylation and may allow identification of the binding
partners of these ubiquitins in the clathrin-coated pits.
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Eukaryotic genomes are packaged into chromatin, whose basic repeat-
ing unit is a nucleosome that consists of a histone octamer wrapped 
around 147 base pairs (bp) of DNA1. Nucleosomes are arranged into 
regularly spaced arrays, with the length of the linker region between 
nucleosomes varying among species and cell types. Although ini-
tially nucleosomes were believed to provide a universal, nonspecific 
coating of genomic DNA, it has long been known that nucleosomes 
occupy favored positions throughout the genome. High-resolution, 
genome-wide analyses have revealed a common pattern: nucleosomes 
are depleted at many (but not all) enhancer, promoter and termina-
tor regions, and they typically occupy preferred positions in genes  
and non-gene regions2–9. In yeast, the −1 and +1 nucleosomes  
flanking the promoter are located at highly preferred positions, and 
the extent of preferred nucleosome positioning gradually decreases 
from the 5  to 3  end of the coding region4,7.

In this Review we will consider the mechanisms by which the 
genomic pattern of nucleosome positioning is achieved. Intense 
research efforts collectively have revealed that nucleosome position-
ing is not determined by any single factor but rather by the combined 
effects of several factors including DNA sequence, DNA-binding 
proteins, nucleosome remodelers and the RNA polymerase II (Pol II)  
transcription machinery. One aim of this Review is to resolve the 
apparent controversy (in large part generated by us and the late 
Jonathan Widom, to whom we dedicate this Review) about the role 
of DNA sequence in establishing the genomic pattern of nucleosome 
positioning. This controversy stems from differences in interpretation 
and imprecision of terms, as the experimental observations have been 
remarkably consistent and are uncontested. In this Review we will 
focus on nucleosome positioning in yeast, particularly the biochemical 
and genetic analyses that have been rarely performed in multicellular 
organisms. We suspect that many aspects of nucleosome positioning 
are conserved among eukaryotes, but one important difference is that 

the linker histone H1 in yeast is structurally atypical, and it is present 
at very low concentrations in comparison to core histones10.

Definition of nucleosome positioning and occupancy
We define the term ‘nucleosome positioning’ broadly to indicate where 
nucleosomes are located with respect to the genomic DNA sequence. 
Nucleosome positioning is a dynamic process, but sequencing-based 
mapping approaches identify the positions of individual nucleosomes 
in a single cell at a specific time. Nevertheless, nucleosome positions 
are typically discussed on a cell- and time-averaged basis. Nucleosome 
positioning can vary from perfect positioning, in which a nucleo-
some is located at a given 147-bp stretch in all DNA molecules in a 
cell population, to no positioning, in which nucleosomes are located 
at all possible genomic positions with equal frequency across a cell 
population (Fig. 1a).

Nucleosome positioning is related to, but is distinct from, ‘nucleo-
some occupancy’, which reflects the fraction of cells from the popula-
tion in which a given region of DNA is occupied by a histone octamer 
(Fig. 1b). Although most genomic DNA is occupied by nucleosomes, 
many functional regions (promoters, enhancers and terminators) are 
depleted of nucleosomes (have low occupancy) and some regions are 
largely nucleosome-free.

Nucleosome occupancy and positioning are critical to biological 
outcomes4,7,11,12, primarily because nucleosomes inhibit the access 
of other DNA-binding proteins to DNA. Highly accessible regions  
in genomes are identified by preferential restriction endonuclease 
cleavage13 and DNase I hypersensitivity14 analyses. Quantitative 
analysis of HinfI cleavage15 or Leu3 binding16 in yeast cells indicates 
that access of factors to target sites in nucleosome-depleted pro-
moter regions is ~10–20-fold higher than to identical sequences that  
are associated with nucleosomes. More generally, as a consequence 
of their modes of binding, transcription factors differ a great deal 
with respect to how much their binding is inhibited by nucleo-
somes. A special class of ‘pioneer’ transcription factors (for example,  
FoxA and GATA) can bind their target sites in the context of nucleo-
somal DNA17. Such pioneer factors, via recruitment of nucleosome 
remodelers, can open up the local chromatin, thereby facilitating  
the binding of other transcription factors that otherwise would be 
blocked by nucleosomes. The TATA-binding protein, and hence the 
entire basic Pol II transcription machinery, virtually cannot bind 
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Determinants of nucleosome positioning
Kevin Struhl1 & Eran Segal2,3

Nucleosome positioning is critical for gene expression and most DNA-related processes. Here we review the dominant patterns 
of nucleosome positioning that have been observed and summarize the current understanding of their underlying determinants. 
The genome-wide pattern of nucleosome positioning is determined by the combination of DNA sequence, ATP-dependent 
nucleosome remodeling enzymes and transcription factors that include activators, components of the preinitiation complex and 
elongating RNA polymerase II. These determinants influence each other such that the resulting nucleosome positioning patterns 
are likely to differ among genes and among cells in a population, with consequent effects on gene expression.
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nucleosomal DNA and hence requires a 
nucleosome-free region to bind core promot-
ers and initiate transcription18.

Nucleosome positioning is strongly 
affected by DNA sequence
The debate about the role of DNA sequence 
in nucleosome positioning in vivo revolves 
around the intrinsic sequence preferences 
of the histone octamer in the absence of any 
other component. The affinity of histone octamers for a given 147-bp  
sequence varies over more than three orders of magnitude19. As such, 
histone octamers exhibit considerable DNA sequence specificity, 
albeit lower than that of a classical specific DNA-binding protein. 
However, unlike DNA-binding proteins that achieve specificity by 
virtue of direct and strong interactions between a few base pairs and 
amino acids, the specificity of nucleosome formation largely reflects 
the overall ability of a given 147-bp sequence to bend around the 
histone octamer20. For optimal nucleosome formation, more bend-
able sequences are in contact with the histones, and less bendable 
sequences are solvent-exposed.

Two major sequence determinants affect bending and hence nucleo-
some formation. First, dinucleotides vary considerably with respect to 
their bending properties. Optimal nucleosome formation occurs when 
bendable dinucleotides (AT and TA) occur on the face of the helical 
repeat (every 10 bp) that directly interacts with histones21,22. Recent 
mapping of nucleosomes in the yeast Saccharomyces cerevisiae—using 
a H4-S47C–mediated cleavage technique that allows precise map-
ping of nucleosomes with respect to the DNA sequence—revealed 
10-bp periodicity of bendable dinucleotides throughout nearly the 
entire 147-bp region23. The exact position of the histone octamer with 
respect to the ~10-bp helical repeat is termed ‘rotational positioning’, 
and thus, DNA sequence is a critical determinant of how nucleosomes 
are rotationally positioned (Fig. 2).

Second, the homopolymeric sequences poly(dA:dT) and poly 
(dG:dC) are intrinsically stiff (for different structural reasons) and 
are strongly inhibitory to nucleosome formation24–27. Notably, poly 
(dA:dT) tracts are abundant in eukaryotic genomes28 and are  
particularly prevalent in promoters of certain organisms such as  
S. cerevisiae29,30. As we will discuss below, intrinsic properties of 
poly(dA:dT) are important for nucleosome depletion, promoter 
accessibility and transcriptional activity12,15,26.

By analogy to DNA-binding proteins, the above DNA sequence 
preferences for nucleosomes can be expressed as a position-weight 
matrix that can generate a nucleosome score for any 147-bp region of 
DNA22. These nucleosome scores correspond to relative affinities of 
147-bp sequences for histone octamers; the differences in affinities 
must affect nucleosome positioning in vivo. In particular, as dinucleo-
tide preferences vary along the 147-bp region of the nucleosome, 
most DNA sequences will have considerably different nucleosome  
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Figure 1 Illustration of the concepts of 
nucleosome positioning and nucleosome 
occupancy. (a) Nucleosome positioning along 
every base pair in the genome is defined as the 
fraction of cells from the population in which 
that base pair is at the center of a 147-bp 
nucleosome. For a given 147-bp region in a cell 
population, illustrated are perfect positioning, 
in which the center of the nucleosome is at 
the same base pair across all cells; partial 
positioning, in which there is a preference  
for some locations; and no positioning,  
in which all locations have equal probability.  
(b) Nucleosome occupancy along every base  
pair in the genome is defined as the fraction of 
cells from the population in which the base pair 
is occupied by any histone octamer. Illustrated 
are nucleosome locations across a cell 
population (top) and the resulting nucleosome 
occupancy per base pair (bottom).
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Figure 2 Nucleosome sequence preferences. Within the 147 bp that are 
wrapped around the histone octamer, there is a preference for distinctive 
dinucleotides that recur periodically at the DNA helical repeat and are 
known to facilitate the sharp bending of DNA around the nucleosome. 
These include ~10-bp periodic AA, TT or TA dinucleotides that oscillate 
in phase with each other and out of phase with ~10-bp periodic GC 
dinucleotides. The linker regions exhibit a strong preference for sequences 
that resist DNA bending and thus disfavor nucleosome formation. Among 
these, poly(dA:dT) tracts and their variants are most dominant and highly 
enriched in eukaryotic promoters.
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scores at neighboring positions in an individual helical repeat. As 
a consequence, there will usually be a preferred position(s) in a 
helical repeat, and such rotational positioning is clearly observed in 
eukaryotic genomes. However, if one considers a favored rotational 
position, genomic locations that are 10 bp apart (1 helical turn) will 
have similar (although not identical) nucleosome formation scores, 
unless the nearby locations contain strongly inhibitory sequences31. 
Thus, in many genomic regions, DNA sequence alone is unlikely to 
strongly favor one nucleosome position over nearby positions that 
are rotationally equivalent.

Poly(dA:dT) tracts are important for nucleosome depletion
The role of DNA sequence in establishing nucleosome positions  
in vivo has been addressed in experiments in which nucleosomes are 
assembled in vitro by salt dialysis using purified histones and genomic 
DNA32,33. Under these conditions, many yeast promoter and termi-
nator regions are depleted of nucleosomes, indicating that the DNA 
sequences intrinsically disfavor formation of nucleosomes. Consistent 
with this view, depletion of nucleosomes at promoters is observed 
under a wide variety of conditions in vivo and is unaffected by tran-
scriptional activity32,34. In addition, when artificial chromosomes 
containing large genomic regions from heterologous yeast species 
are analyzed in S. cerevisiae, depletion of nucleosomes at promoters is 
maintained in a manner that depends on the number, length and fully 
homopolymeric nature of poly(dA:dT) sequences35. Thus, depletion 
of nucleosomes at most promoter sequences is strongly influenced by 
intrinsic properties of poly(dA:dT) sequences.

A variety of detailed functional analyses indicate that the intrinsic 
properties of poly(dA:dT) are important for nucleosome depletion, 
promoter accessibility and transcriptional activity12,15,26,29,34–37.  
In principle, poly(dA:dT)-mediated depletion could be due to a 
poly(dA:dT)-binding activator protein, but the one known factor 
with such DNA-binding specificity (Datin) actually inhibits tran-
scription15. Consistent with an earlier study15, expression measure-
ments of a large-scale promoter library designed with systematic 
manipulations to the properties and spatial arrangement of poly 
(dA:dT) tracts showed that longer and more perfect tracts induce 
transcription regardless of the identity of the binding transcription 
factor12. This effect of the tracts on transcription is mediated by 
reduced nucleosome occupancy and thus increased accessibility that 
these tracts confer on nearby promoter elements, such as transcrip-
tion factor–binding sites.

Alteration of poly(dA:dT) tracts offers a general evolutionary  
mechanism, applicable to promoters regulated by different tran-
scription factors, for tuning expression in a predictable manner, 
with resolution that can be even finer than that attained by alter-
ing transcription factor–binding sites12. Indeed, genomes have likely  
used these tracts to regulate expression, for example, to partly  
compensate for differences in gene copy number that exist among 
ribosomal protein genes in S. cerevisiae38 and to alter expression 
of cellular respiration genes across yeast species39. Moreover, par-
titioning yeast genes into two categories on the basis of the extent 
to which their promoters favor nucleosome formation in a manner 
largely dependent on the occurrences of poly(dA:dT) tracts results 
in functionally distinct gene classes. Specifically, the class of genes 
whose promoters have a higher intrinsic preference for nucleosomes 
is enriched for stress-response genes, exhibits higher rates of his-
tone turnover and transcriptional noise, and contains more targets  
of chromatin remodelers, consistent with an ongoing dynamic 
competition between nucleosome assembly and factor binding30,40.  
Thus, poly(dA:dT) tracts are important determinants of nucleosome 

depletion in vivo and have likely been used by organisms to obtain 
biological outcomes.

Yeast terminator regions are also depleted of nucleosomes both  
in vivo and in vitro. In contrast to the situation at promoters, depletion 
of nucleosomes at terminator regions is strongly correlated with the 
orientation of and distance to neighboring genes, and it is strongly 
affected by growth conditions and transcriptional elongation by  
Pol II (ref. 41). Thus, the contribution of DNA sequence to depletion 
at terminators requires additional examination.

A minority of S. cerevisiae promoters are depleted for nucleosomes 
in vivo, yet lack poly(dA:dT) sequences and are not depleted in  
nucleosome assembly experiments in vitro. More generally, deple-
tion of nucleosomes at promoters is observed in many species in 
which poly(dA:dT) sequences are less prevalent than in S. cerevisiae  
or are rare42–44. At these promoters, depletion of nucleosomes is  
not determined by DNA sequence but is likely due to activator- 
mediated recruitment of nucleosome remodelers that evict histones 
in promoter regions.

Aspects of positioning not determined by DNA sequence
Although nucleosome depletion can be reconstituted at most pro-
moter sequences in nucleosome assembly experiments with purified 
histones and DNA, other aspects of the in vivo pattern of nucleosome 
positioning cannot be reconstituted32,33. In particular, strong posi-
tioning of the +1 nucleosome is not observed, and there is no evidence 
for any favored position in this region under conditions in which 
histone concentrations are either limiting or saturating. These obser-
vations suggest that the DNA sequence is not the main determinant 
of the position of the +1 nucleosome. Furthermore, positions of the 
+2 nucleosome and further downstream nucleosomes are determined 
primarily by the length of the linker region and hence by the position 
of the +1 nucleosome, and they are also not reconstituted in vitro.

Theoretically, the combination of a boundary constraint and high 
nucleosome concentrations along the DNA could generate an ordered 
array that begins with the +1 nucleosome and decays with increasing 
distance downstream. This ‘statistical positioning’ phenomenon could 
permit nucleosome-depleted regions mediated by poly(dA:dT) tracts 
to act as barriers and indirectly contribute to the long-range posi-
tioning of nucleosomes that flank promoters. However, statistically 
positioned arrays flanking poly(dA:dT) tracts were not observed even 
under in vitro conditions in which arrays were clearly generated33, 
providing evidence against this theoretical possibility.

Overall, positions of nucleosomes that are assembled in vitro resem-
ble those observed in vivo beyond random expectation, indicating that 
DNA sequence does contribute significantly to nucleosome position-
ing. However, in many cases, other factors can override the sequence 
preferences for nucleosome formation. Such overriding is likely to 
occur in the many genomic regions in which the dynamic range of 
affinities of the histone octamer to the underlying sequence is nar-
rower than the more than three orders of magnitude observed for 
specific DNA sequences.

Role of nucleosome remodelers in nucleosome positioning
Several aspects of the in vivo nucleosome positioning pattern can be 
reconstituted in vitro if a yeast crude extract and ATP are added to 
purified histones and DNA45. Specifically, the combination of ATP-
dependent nucleosome remodelers in a cell-free extract enhances 
depletion of nucleosomes at promoters to the extent observed in vivo, 
and it also generates positioned nucleosomes flanking the nucleosome- 
depleted regions (that is, the +1 and −1 nucleosomes). In princi-
ple, remodeling enzymes may simply allow nucleosomes to sample  
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positions rapidly, resulting in a thermodynamic equilibrium that is 
not achieved when nucleosome assembly is performed by salt dialy-
sis. However, nucleosome assembly reactions containing Drosophila 
melanogaster ACF33 or the yeast RSC46 do not generate the in vivo 
pattern, even though they efficiently mobilize nucleosomes. These 
observations suggest that nucleosome-remodeling enzymes do not 
simply facilitate the movement of nucleosomes to preferred intrinsic 
positions, but rather are critical in establishing the specificity of where 
nucleosomes are located.

The mechanism by which nucleosome remodelers override intrinsic 
DNA sequence preferences of histone octamers is unclear. However, 
RSC47,48 and perhaps other nucleosome remodelers can bind specific 
DNA sequences, and they are likely to have other sequence preferences 
for positioning nucleosomes49,50. In addition, nucleosome remodel-
ers may be influenced by the boundary of nucleosome-disfavoring 
sequences, such that in the course of moving nucleosomes kinetic 
effects override thermodynamic equilibrium50. In this regard, nucleo-
some remodelers may use nucleosome-depleted regions as a measur-
ing device to position the +1 and −1 nucleosomes. Notably, multiple 
nucleosome remodelers in yeast cell-free extracts are necessary to 
reconstitute the genome-wide pattern observed in vivo. Reactions 
involving individual nucleosome remodelers reconstitute only part 
of the pattern, either being restricted to subsets of genes or generating 
less precise positioning46.

Although yeast nucleosome remodeling activities in themselves 
can reconstitute some aspects of the in vivo pattern, there are two 
important aspects of the pattern that they do not faithfully gener-
ate. First, the precise locations of the +1 nucleosomes generated  
in vitro poorly match those in vivo. Second, the extent of position-
ing of more downstream nucleosomes (for example, +3 and beyond) 
is substantially less in the in vitro reactions than what is observed  
in vivo. As a consequence, the nucleosome arrays over coding regions 
are less pronounced and appear shorter. These observations indi-
cate that nucleosome remodelers are necessary but not sufficient to 
establish the in vivo pattern of nucleosome positioning. As we will 
discuss below, aspects of Pol II transcription also have critical roles 
in establishing the in vivo pattern.

In addition to data from in vitro reconstitution experiments,  
there is considerable genetic evidence for the critical role of nucleo-
some remodelers in establishing nucleosome positioning in vivo.  
In S. cerevisiae, a strain lacking the Isw2 remodeler shows altered 
nucleosome positioning adjacent to the promoter at the interface of 
genic and intergenic sequences51. Specifically, Isw2 helps to position 
the +1 nucleosome onto unfavorable DNA near the promoter in a 
directional manner, and it suppresses antisense transcription52. In 
addition, the RSC remodeling complex also mobilizes nucleosomes 
onto unfavorable sequences in the vicinity of the promoter53.

Role of nucleosome remodelers in nucleosome spacing
As nucleosomes are typically arranged in regularly spaced arrays with 
a relatively constant linker length between nucleosomes, nucleosome 
spacing is a key aspect of nucleosome positioning. Drastic alteration 
of nucleosome positioning patterns is observed in an S. cerevisiae 
strain lacking both the Isw1 and Chd1 remodelers54 or in an S. pombe 
strain lacking two related CHD remodelers (Hrp1 and Hrp3)55–57.  
In each of these evolutionarily diverged yeast species, positioning of 
the +2 nucleosome is much lower than that observed in the wild-type 
strain, and positioning of the +3 nucleosome and more downstream 
nucleosomes is essentially lost. This dramatic alteration of nucleo-
some positioning in coding regions is not due to histone depletion but 
rather to a defect in nucleosome spacing. Thus, a combination of the 

Isw1 and Chd1 (or Hrp1 and Hrp3) nucleosome remodeling enzymes 
is required for the correct nucleosome spacing that is the basis of posi-
tioned nucleosome arrays. Notably, a small subset of nucleosomes in 
downstream portions of coding regions are correctly positioned, pre-
sumably because of intrinsic DNA sequence preferences that facilitate 
or override the effect of nucleosome remodelers54. Positions of the +1 
and −1 nucleosomes are essentially unaffected by the combined loss 
of Isw1 and Chd1 function, indicating that their positioning occurs 
by a distinct mechanism that may involve Isw2.

Additional support for a role of nucleosome remodelers for nucleo-
some spacing and positioning comes from a functional evolutionary 
experiment35 that is based on the observation that nucleosome spac-
ing varies among yeast species43,44. When large genomic regions from 
a foreign yeast species are introduced into S. cerevisiae, the distance 
between nucleosomes is characteristic of S. cerevisiae, not of the donor 
yeast species35. As a consequence, the vast majority of nucleosomes 
on the foreign DNA are not located at the positions that occur when 
the same DNA is present in the endogenous organism. The change in 
spacing could be due to differences in histone concentrations between 
the species, as the number of nucleosomes on genomic DNA will 
necessarily affect the average spacing. However, depletion of histone 
H3 does not generally alter nucleosome spacing, although some 
positioned nucleosomes are preferentially lost or maintained55,58,59. 
Or this observation may be due to species-specific differences in  
the spacing properties of the remodelers themselves because nucleo-
some assembly in vivo requires remodelers and remodelers have  
specific nucleosome-spacing properties that are independent of  
histone concentration60.

In S. cerevisiae, histone H1 does not noticeably affect nucleosome  
spacing because histone H1 protein amounts are much lower than 
those of the core histones10. However, histone H1 and its various 
subtypes have an important role in nucleosome spacing in multi-
cellular organisms. Overexpression or depletion experiments  
in vivo indicate that histone H1 increases the spacing between adja-
cent nucleosomes61–64, and differences in linker histone subtypes 
might underlie cell type–specific differences in nucleosome spacing. 
In addition to histone H1, the HMG14, 17 proteins may also have a 
role in nucleosome spacing61.

Role of transcription factors and Pol II elongation
In addition to DNA sequence and ATP-dependent nucleosome remod-
elers, Pol II transcription also contributes to establishing the genomic 
pattern of nucleosome positioning. In this respect, nucleosome posi-
tioning, transcription and perhaps other DNA-based processes such 
as DNA replication should be viewed as processes that reciprocally 
affect each other. The effect of Pol II on nucleosome positioning is 
achieved via transcriptional activator proteins, general transcription 
factors that compose the preinitiation complex and the elongating 
Pol II machinery.

Nucleosome depletion can generate positioning in vivo. Trans-
criptional activators, via targeted recruitment of nucleosome remod-
elers, can generate nucleosome-depleted regions. Some activator 
proteins can bind nucleosomal DNA fairly well, whereas others rely on 
intrinsic histone-destabilizing sequences or cooperativity with other 
activators to access their sites. Under standard growth conditions,  
the Rap1, Abf1 and Reb1 activators are important for generating 
nucleosome-depleted regions at subsets of S. cerevisiae genes32,47,53. 
When foreign DNA is introduced into S. cerevisiae, nucleosome-
depleted regions often occur in coding regions, unlike the case in 
the native organisms35. Such de novo nucleosome-depleted regions 
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presumably arise from the fortuitous binding of S. cerevisiae activators 
to evolutionarily irrelevant target sites. Notably, many of these fortui-
tous nucleosome-depleted regions are associated with a positioned 
nucleosome array that strongly resembles the standard nucleosome 
positioning pattern of endogenous S. cerevisiae genes. Thus, genera-
tion of a nucleosome-depleted region, even in the absence of intrin-
sic nucleosome-destabilizing sequences, is sufficient to generate the  
in vivo pattern of nucleosome positioning.

Basal transcription factors help position the +1 nucleosome. The 
precise location of the +1 nucleosome is a critical determinant of 
the nucleosome positioning pattern because nucleosome spacing 
constraints are major determinants of the downstream nucleosome 
positions. The inability of the collection of nucleosome remodel-
ers in crude extracts to accurately reconstitute the in vivo positions  
of +1 and −1 nucleosomes suggests that some other factor(s) is 
involved. The relationship between the position of the +1 nucleo-
some and the transcription start site (TSS) suggests that the general 
transcription factors have a role33. Furthermore, locations of the +1 
nucleosome and TSS shift in concert when foreign yeast DNA is intro-
duced into S. cerevisiae, such that TSS on the foreign DNA shifts to 
an S. cerevisiae–like location35. Given the strong in vivo positioning 
of both the preinitiation complex and the +1 nucleosome, a spacing 
relationship between these two entities requires that at least one of 
these be anchored to a specific location, thereby permitting a defined 
location for the second entity. Although the limited sequence specifi-
city of nucleosome remodelers makes it unlikely that they can provide 
such an anchor, preinitiation complexes bound at core promoters may 
be sufficient, with the location of the TATA-binding protein bound to 
the TATA element or TATA-related sequence being the major deter-
minant of the anchor point65.

These considerations strongly suggest that the preinitiation com-
plex has a role in fine-tuning the position of the +1 nucleosome. One 
speculative possibility is that a component(s) of the preinitiation  
complex is important for transiently recruiting the Isw2 and/or RSC 
complex that overrides inherent DNA sequence preferences to pre-
cisely position the +1 nucleosome. In addition, for organisms in which 
Pol II is often paused just downstream of the promoter66, there is a 
strong distance relationship between the presence of paused Pol II and 
the NELF pausing factor and the position of the +1 nucleosome67.

Pol II elongation and generating nucleosome arrays. Nucleosome 
arrays emanating from promoter regions occur unidirectionally in the 
transcribed direction, even though the +1 and −1 nucleosomes are well 
positioned. In addition, the decay of nucleosome positioning toward 
the center of genes displays a 5 -3  asymmetry68. These initial obser-
vations suggested that the elongating Pol II machinery is important 
in establishing the pattern of nucleosome positioning. In accord with 
this idea, the Chd1 and Isw1 nucleosome remodelers that are criti-
cal for nucleosome positioning in coding regions have genome-wide 
association patterns that strongly resemble that of elongating Pol II.  
Conversely, nucleosome assembly in transcriptionally incompetent, 
cell-free extracts poorly recapitulates positioned nucleosome arrays in 
the downstream portions of coding regions, even though the +1 and 
−1 nucleosomes are strongly positioned. Lastly, the length of nucleo-
some arrays emanating from fortuitous nucleosome-depleted regions 
in foreign yeast DNA that act as functional promoters is strongly  
correlated both in direction and length with the mRNA35.

These observations suggest that Pol II elongation strongly affects 
nucleosome positioning. In particular, the unidirectionality of 
nucleosome arrays can be easily explained by the unidirectionality of  

transcription, whereas it is unclear how such unidirectionality could 
be imposed only by nucleosome-depleted regions and nucleosome 
remodelers. Furthermore, the inefficiency of yeast cell extracts to 
reconstitute downstream nucleosome positions in the coding region 
suggests that recruitment of the Chd1 and Isw1 remodeling enzymes 
is not the sole mechanism by which elongating Pol II affects nucleo-
some positioning. Nevertheless, the mechanistic connection between 
Pol II elongation and nucleosome arrays in coding regions remains 
to be established.

Summary
The genetic, biochemical and informatics analyses performed in 
many laboratories together demonstrate that the genome-wide pat-
tern of nucleosome positioning is determined by the combination 
of DNA sequence, nucleosome remodelers and transcription factors 
including activators, components of the preinitiation complex and 
elongating Pol II (Fig. 3). Although each of these components has 
discernible effects in isolation, they also reciprocally affect each other 
and hence affect the nucleosome positioning pattern in potentially 
complex ways. The DNA sequence is critical for rotational position-
ing along the DNA helix, and it also is an important determinant for 
nucleosome occupancy. In particular, poly(dA:dT) and poly(dG:dC) 
tracts are intrinsically inhibitory to nucleosome formation, whereas 
non-homopolymeric (G+C)-rich regions favor nucleosome forma-
tion. DNA sequence also contributes to the nucleosome positioning 
pattern, but several aspects of the in vivo pattern cannot be accounted 
for by intrinsic histone-DNA interactions.

As demonstrated by cross-species experiments, nucleosome-
depleted regions are largely sufficient to generate the standard pattern 
of ordered nucleosome arrays35. At native promoters, nucleosome-
depleted regions can be generated intrinsically via poly(dA:dT) tracts 
and/or activator-mediated recruitment of nucleosome remodelers 
that evict histones in the vicinity of the activator-binding site. The 
use of poly(dA:dT) sequences varies considerably among organisms; 
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Figure 3 Determinants of nucleosome positioning. (a) Nucleosome-
depleted regions (NDRs) are generated either by poly(dA:dT) tracts and/or 
by transcription factors and their recruited nucleosome remodeling 
complexes. Gray circles indicate nucleosomes. (b) Nucleosomes located at 
highly preferred positions (black circles) flanking the NDR are generated 
by nucleosome-remodeling complexes (for example, Isw2 and RSC, likely 
in a transcription-independent manner), and fine-tuned by the Pol II 
preinitiation complex (PIC) and associated factors. (c) Positioning of the 
more downstream nucleosomes depends on transcriptional elongation, and 
the recruitment of nucleosome-remodeling activities (for example, Chd1 
and Isw1) and histone chaperones by the elongating Pol II machinery. 
This figure, which was modified from ref. 36, does not include DNA 
sequence determinants of rotational positioning (Fig. 2) or contributions 
to nucleosome spacing by histone H1.
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they are very common in S. cerevisiae but not in the fission yeast  
S. pombe and in multicellular organisms42–44.

In addition to their role in creating nucleosome-depleted regions, 
ATP-dependent remodelers are important in nucleosome position-
ing. In a manner independent of transcription, they can assemble 
nucleosomes flanking the depleted region to generate the +1 and −1 
nucleosomes. However, these remodeling enzymes cannot accurately 
position the +1 nucleosome to the in vivo location nor can they gener-
ate properly positioned nucleosomes at more downstream locations. 
Precise positioning of the +1 nucleosome is strongly influenced by the 
location of the preinitiation complex, although the mechanistic basis 
for this spacing relationship is poorly understood. Lastly, generation 
of positioned nucleosome arrays throughout the coding region is cou-
pled to Pol II elongation, and it involves Pol II–dependent recruitment 
of nucleosome remodelers and perhaps some other aspect of Pol II 
elongation. The putative roles of Isw2 and RSC for positioning the 
+1 nucleosome and of Isw1 and Chd1 for transcription-coupled posi-
tioning and spacing of nucleosomes in the coding region are strongly 
supported by genome-wide mapping of nucleosome remodelers on 
positioned mononucleosomes69.

In some situations where a gene is activated, it is likely that estab-
lishment of the nucleosome pattern occurs stepwise: activator- 
mediated generation of a nucleosome-depleted region, positioning 
of the +1 and −1 nucleosomes, and elongation-coupled assembly of 
positioned and properly spaced nucleosome arrays over the coding 
region. However, such a stepwise process is unnecessary, and probably 
irrelevant, for steady-state maintenance of the nucleosome positioning 
pattern. Instead, the combined effects of DNA sequence, nucleosome 
remodelers and transcription factors make independent contributions 
to the pattern.

Lastly, it is important to mention that the nucleosome positioning 
pattern described here is gene-averaged and hence represents a typi-
cal pattern. Thus, although the positioning mechanisms discussed 
here apply to all genes, the precise pattern at individual genes may 
differ from the gene-averaged pattern. Such variations will depend 
on the DNA sequences, the nucleosome remodelers that act at the 
gene and the complexity of transcription units within the gene (for 
example, antisense or unstable transcripts). The relative contributions 
of these mechanisms may differ among genes, which is likely to result 
in differential regulation of these genes. Furthermore, even when 
the typical pattern predominates at a given gene, it is highly likely 
that the pattern is not present in all cells. For this reason, differences 
in the nucleosome positioning pattern among cells in a population 
are likely to confer distinct transcriptional properties in these cells. 
Nevertheless, although several questions remain open, we believe that 
there is now a good understanding of how many aspects of the nucleo-
some positioning patterns are generated in vivo.
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1 A General Introduction to Nucleosomes and 

Nucleosome Positioning 
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1.1 Nucleosomes: the Building Blocks of Chromatin 

Chromatin is the complex of DNA and cellular proteins which form eukaryotic 

chromosomes.  It is composed of an elementary repeating unit called the nucleosome, 

which is the major factor of DNA packaging in eukaryotic genomes (Figure 1.1). 

Figure 1.1:  A hierarchical view of chromatin structure.  Reproduced figure (Hartl & 
Jones, 1998). 

 
 

Nucleosomes are DNA-protein complexes, which are comprised of a core 

particle of 1.6 left-handed turns of DNA (roughly 146 bp) wound around a protein 

complex called the histone octamer (Figure 1.1(B)).  The histone octamer is a set of 8 

basic proteins, which are among the most well conserved proteins known in 

eukaryotes.  It is comprised of a central tetramer, (H3/H4)2, flanked by two H2A/H2B 
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dimers (Figure 1.2).  The structure of a single histone molecule includes three major ! 

helices with positively-charged loops protruding at the N-terminals. 

Figure 1.2:  Top-level view of a nucleosome.  Cylinders indicate alpha-helices; white 
hooks represent arginine/lysine tails.  Reproduced figure (Rhodes, 1997)). 

 
 

The DNA wrapped around the histone octamer is called the core DNA and the 

DNA joining adjacent nucleosomes is called linker DNA.  Unlike core DNA, linker 

DNA exhibits great variability in length: anywhere between 8 to 200 bp.  This 

variation in the length of linker DNA may be important for the diversity of gene 

regulationR however, chromatin structure formation is independent of the length of 

linker DNA (Kornberg T Lorch, 1999). 

The constraint of the nucleosome on the DNA path forms the first level of 

higher-order packing, compacting DNA by a factor of W6 (Lewin, 2000).  An extra 

histone H1 (also called the linker histone) may also be present, clamping the DNA at 

the position at which it enters and leaves the histone core (Karrer T VanNuland, 

1999R Satchwell T Travers, 1989R Widlund et al., 2000). 

The series of nucleosomes along a DNA sequence then coil into a helical array 

forming a fibre of W30 nm (Figure 1.1(C))R this results in further compaction by a 

factor of W40.    In the recent crystal structure of the nucleosome (Luger et al., 1997), 
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it had been reported that the basic tail of H4 protrudes extensively and makes contacts 

with acidic patches of H2A and H2B on neighbouring octamersR this implies a role for 

H4 in stabilizing higher level structures.  Histone H1 is thought to appear mainly 

towards the middle of the 30 nm fibre where it may play a role in stabilizing 

chromatin interactions (Staynov, 2000).  Specialised nucleosomes are also known, for 

example the centromere-specific nucleosomes, which contain a variant of histone H3 

called CENP-AR these occur in a range of organisms from yeast to human (Smith, 

2002).  Many non-histone chromatin proteins also interact with histones to enable 

formation of higher-order structures.  The fibre itself undergoes further levels of 

packaging resulting in compaction by a factor of W1000 in interphase euchromatin and 

W10,000 in heterochromatin (Figure 1.1(D-F)). 

The structure of chromatin is dynamic.  It exists in a number of distinct 

functional states which can often be characterised by the level of transcriptional 

activity.  The dynamic transitions between these states occur through a range of post-

translational modifications of the histone tails which includes acetylation and 

phosphorylation (Jenuwein T Allis, 2001).  This forms the basis of the bhistone code 

hypothesisc which states that the combinatorial nature of these modifications results 

in the generation of altered chromatin structures that mediate specific biological 

responses (Turner, 2000). 
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1.2 DNA-Protein Interactions in the Nucleosome Core 

Particle 

The earliest concepts for the association of DNA and histones in the core particle 

came from image reconstruction analysis using electron micrographs (Klug et al., 

1980).  At 20 ! resolution, a left handed helical ramp was apparent on the octamer 

surface and proposals were made for how the DNA-protein interactions might occur.  

Since then, X-ray crystallography has helped to advance understanding of the DNA-

protein interactions involved in the nucleosome core particle.  Milestones included the 

solving of the nucleosome structure at 7 ! resolution (Uberbacher T Bunick, 1985), 

which reconfirmed the initially inferred arrangement of histones and DNA.  This led 

to the highest resolution structures of the nucleosome core particle to date at 2.8 ! 

(Luger et al., 1997) and 1.9 ! (Davey et al., 2002). 

The high-resolution structure of the core-particle firstly revealed that the core 

particle had a pseudo-dyad1 axis of symmetry:  1 bp sat on the dyad axis of the 

octamer.  It further revealed in fine detail that the histone-DNA interactions were 

confined towards the phosphodiester backbone of the DNA strand (Luger et al., 

1997).  Arginine/lysine-rich tails, protruding from the core histones, made bhook-likec 

contacts every 10 bp where the minor groove of the double-helix faced inwards.  The 

histone-DNA contacts were non-base-specific and included predominantly salt-

bridges and H-bonds as well as non-polar contacts with DNA sugars. 

The 10 periodic contact feature of the DNA backbone was suggested much 

earlier.  It was suggested, for example, when 10 bp-phased digestion patterns were 

observed upon using the enzyme DNase I2 to cut nucleosome-bound DNA (Wang, 

                                                 
1 The central axis of the histone octamer is herein referred to as the dyad axis. 
2 DNase I is an endonuclease, which breaks phosphodiester bonds within DNA. 
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1982).  The observed cutting periodicity of 10 bp, which is bin phasec with the helical 

periodicity of DNA, forms the basis of many computational approaches aimed at 

finding nucleosome rotational positioning signals (Section 1.9). 

The helical periodicity of DNA is not constant as it traverses around the 

histone octamer.  For example, experiments using hydroxyl-radical cleavage of 

nucleosome-bound DNA showed that the helical periodicity was 10.0 bp/turn in the 

vicinity of the dyad axis and 10.7 bp/turn towards the ends of the nucleosome (Puhl T 

Behe, 1993).  Most experimental evidence for B-DNA in solution suggests that it has 

a helical periodicity of 10.5–10.6 bp in solution (Wolffe, 1998).  This variation in 

DNA periodicity along the core particle is thought to be a consequence of local 

histone-DNA interactions. 
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1.3 The Concept of Nucleosome Positioning 

Nucleosome positioning has been proposed to be a potential mechanism for regulating 

gene expression, providing the view that nucleosomes could play important roles in 

addition to organizing higher order chromatin structures in eukaryotic cells.  The term 

gpositioning’ refers to a pre-determined organization of nucleosomes on a DNA 

sequence.  In contrast, in a random arrangement of nucleosomes, all DNA sequences 

will have an equal probability of binding histones (Sinden, 1994).  This gives rise to 

the idea that the local DNA structure, which is affected by the underlying DNA 

sequence, may play a role in positioning nucleosomes. 

Two kinds of DNA structural patterns may thus be envisioned to direct 

nucleosome positioning:  those that strongly favour nucleosome formation and those 

that strongly obstruct it.  Nucleosome positioning can help to either selectively expose 

functionally important DNA sequences by constraining their locations to the linker 

region or impede accessibility to functionally important sequences by constraining 

their location to within the core particle.  This can impose another level of regulation 

in gene expression, for instance, by controlling the accessibility of binding sites 

available to RNA polymerases or specific transcription factors.  Two kinds of DNA 

structure-based nucleosome positioning have been described previously and these will 

be discussed next (Sections 1.4, 1.5). 
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1.4 An Introduction to Nucleosome Rotational Positioning 

Rotational positioning determines which side of a DNA double helix surface will face 

and contact the histone octamerR this kind of positioning has been attributed to 

intrinsically curved DNA.  The theory that a nucleosome will fit an intrinsically 

curved DNA is that the DNA is already in a preferred physical conformation to allow 

it to easily wrap around the octamer surface. 

This section will firstly introduce the physical basis of DNA which results in 

intrinsic curvature and then describe how this relates to rotational positioning 

preferences for nucleosomes. 

1.4.1 Intrinsic DNA curvature:  Bending based on 10-phased [A] 

tracts 

Intrinsically curved DNA is thought to be a consequence of permanent bends in a 

DNA sequence.  This was first proposed when it was noticed that a 414 bp piece of 

kinetoplast DNA from Crithidia fasciculata displayed limited or retarded migration 

compared to other sequence fragments of equal length in acrylamide gel but migrated 

normally in agarose gel (Marini et al., 1983).  This anomalous migration was 

attributed to the size of the pores in the respective gels:  in acrylamide gels, pore sizes 

vary between 1-8 nm whereas pore sizes in agarose gels vary between 40-400 nm.  It 

was proposed that a permanent bend or curvature in the kinetoplast sequence was 

probably what caused the fragment to get stuck in the smaller size pores of the 

acrylamide gels. 

The sequence motif that caused the permanent bends was mapped using the 

circular permutation assay (Wu T Crothers, 1984).  In this procedure, various 241 bp-

long restriction fragments, of the 414 bp-long kinetoplast DNA, were prepared and 
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cloned as dimers.  The length of 241 bp was chosen as this is greater than the 

persistence length of DNA3.  The dimerized fragments were then run on an 

acrylamide gel and scanned for the fragment causing the shortest end-to-end 

migration distance (this region contained the permanent bend).  This experiment 

concluded the retarded migration property to be an effect of 10 bp-phased runs of 

CA4-5T in the kinetoplast DNA.  This work led Wu et al to propose the junction model 

for DNA bendingR this predicts that the poly(dA)jpoly(dT) tracts, within the 10 bp-

phased CA4-5T motifs, adopt a non-B-DNA helix called heteronomous DNA (Arnott 

et al., 1983).  It proposes that permanent bends are located at the junction between 

this kind of DNA and regular B-DNA. 

An alternative model to explain how phased-A tracts caused permanent 

bending was proposed later called the wedge model (Ulanovsky et al., 1986).  In this 

assessment, bbend anglesc were calculated by measuring the efficiency of ligation of 

small DNA fragments into closed circles.  This model predicts that the bends are not 

located at the junction between 2 kinds of DNA structure but within the kAAl 

dinucleotides themselves. 

Parameters estimated from X-ray analysis of DNA structure have also been 

used to explain how phased-A tracts could cause intrinsic DNA curvature.  From X-

ray crystal structures, 2 variables are considered important for the relative motion of 

DNA base pairs:  roll and slide (Calladine T Drew, 1992).  Roll describes the opening 

of base pairs towards the major or minor groove of the double helix.  A positive roll 

value indicates a tendency to open up towards the minor groove whereas a negative 

roll value indicates a tendency to open up towards the major groove in the opposite 

directionR typical values for DNA bases range between m200 to -100.  Slide refers to 

                                                 
3 The persistence length of DNA is 150 bp, the minimum length at which random DNA is essentially 
linear: it cannot circularize. 
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the translation along the axis of the base pairs.  Slide values, which are restricted by 

the sugar-phosphate chain, range from m2 n to -1 n.  Estimates of roll angle from X-

ray structure analysis predict kAA/TTl, kATl and kGA/TCl dinucleotides to be stable 

at low roll (00) and low slide (0 n) (El Hassan MA T Calladine, 1997) making their 

overall conformation very restricted.  On the other hand, dinucleotides such as 

kGC/GCl, kCG/CGl and kGGl dinucleotides are predicted to exhibit a wide range of 

roll angles (-100 to 200) making their conformation bbistablec or bcontext-dependentc. 

For the phased A-tract bending, this suggests that the kAAl dinucleotides prefer to 

align their side of the minor groove towards the centre of curvature because of their 

restricted low roll configuration and the kGCl dinucleotides prefer to align the major 

groove away from the centre of curvature because of their bistable configuration 

(more on this belowR Section 1.4.2). 

The latest evidence that tries to explain how phased-A tracts result in bending 

comes from NMR studies (MacDonald et al., 2001).  This estimates a total of 190 

bending in phased A-tracts.  Of this, 40 occurs at the 5’end of the A-tract, 50 occurs 

within the A-tract itself and 100 occurs at the 3’ end of the A-tract. 

1.4.2 Intrinsic DNA curvature and the initial assessment of 

nucleosome rotational positioning 

A rotational preference for a circular piece of DNA sequence has been described as a 

bias towards aligning a specific face of the DNA surface towards the direction of 

curvature and aligning a specific face away from the direction of the curvature (Drew 

T Travers, 1985).  To study the rotational preferences of 10 bp-phased kAl tract 

sequences, a 169 bp sequence, containing phased kAl-tracts, was circularly ligated and 
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digested with DNase I4 (Drew T Travers, 1985).  The kGCl-tracts were seen to be 

easily digested by DNase I and therefore more likely to face away from the circle.  On 

the other hand, the phased kAl-tracts were more likely to be oriented towards the 

circle and thus protected from DNase I digestion.  This observation was consistent 

with the X-ray crystal structure explanation of kAl-tract DNA bending discussed in 

the previous section (Section 1.4.1).  As part of the same experiment, the same 

sequence was reconstituted onto a histone octamer in vitro.  Digesting this 

reconstituted nucleosome with DNase I showed the same rotational preferences as for 

the circularized DNA:  the phased kAl-tracts of the sequence were seen to face in 

towards the histone octamer.  A later study addressed the optimal number of kAl 

nucleotides required for kAl-tract bending (Koo et al., 1986).  The approach used gel 

anomaly analysis of several lengths of kAl nucleotides in 10 bp-phased kAl-tract 

sequences.  This study showed that 3–5 kAl nucleotides, phased at 10 bp, resulted in 

optimal curvature. 

Further analysis of rotational positioning of DNA sequences on histone 

octamers was carried out by cloning a library of 177 nucleosome core particle 

sequences from chicken genomic DNA and subsequently analysing its dinucleotide  

periodicity (this dataset is discussed again subsequently in Section 1.8.1) (Satchwell et 

al., 1986).  The sequence lengths in the final dataset, however, were not constant, 

most probably due to biases in micrococcal nuclease (MNase5) cutting specificity 

(Section 1.8.1).  The lengths ranged from 142 to 149 bp with an average length of 145 

("1.5) bp.  To deal with this uncertainty, the analysis was carried out using 3 bp-

averaged representations of the data.  Also, the authors had to shift all sequences, 
                                                 
4 DNase I interacts with the surface of the minor groove and bends the DNA molecule away from the 
enzyme.  
5 Micrococcal nuclease is both an endonuclease and an exonuclease, which can break the 
phosphodiester bonds in linker DNA and remove nucleotides from the ends of the DNA molecule 
respectively. 
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which were not of length 145 bp, a few base pairs until a central reference point of 

73.25 was obtained.  Fourier analysis of the dinucleotides in the dataset showed 10 

periodic patterns of kAA/TTl and kGCl.  These 2 motifs were furthermore seen to 

occur phased at 5 bp from each other, reminiscent of the A-tract bent sequences 

discussed in the previous section.  

In the same study (Satchwell et al., 1986), the 3 bp-averaged positions of 

dinucleotide motifs were compared with the co-ordinates of the DNA sequence which 

faced the octamer in the nucleosome X-ray crystal structure available at that time 

(Richmond et al., 1984).  This showed a pattern for phased A-tracts to face the 

octamer a few turns symmetrically away from the dyad axis of the nucleosome core 

particle but not at the dyad itself.  In the X-ray crystal structure of the nucleosome, the 

minor groove also faced away from the dyad axis (Section 1.2).  This result also 

agrees with the previous discussion that there are 2 kinds of DNA helical periodicities 

at the dyad and end positions respectively (Section 1.2). 

1.4.3 Further evidence to support nucleosome rotational 

positioning 

Since the initial assessment of nucleosome rotational positioning, a big trend was to 

chemically synthesise DNA sequences with optimised rotational preferences for 

forming reconstituted nucleosomes in vitro.  For example, sequences having repeats 

of the motif kTATAAACGCCl were shown to ligate more efficiently into a circle 

compared to random DNA (Widlund et al., 1999).  This sequence was shown to bind 

nucleosome core particles in vitro W350 fold higher than random DNA.  A few 

naturally phased A-tract sequences are also known to favour nucleosome 

reconstitution in vitro, for example the 5S RNA gene of Xenopus laevis 

(Tomaszewski T Jerzmanowski, 1997). 
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Analysis of whole genomic sequences has also shown that they may contain 

enriched phased A-tract bending motifs for positioning nucleosomes.  For example, 

Fourier analysis of Caenorhabditis elegans and Saccharomyces cerevisiae showed 

enrichment of kAAl motifs at 10.2 bp (Widom, 1996)R the same pattern was not seen 

in a prokaryotic genome.  A different approach to analyzing whole genomic 

sequences is the SELEX protocol (Widlund et al., 1997).  This procedure works by 

starting off with a random pool of genomic sequences and performing a number of 

rounds of PCR, each time amplifying sequences based on their affinity to bind 

histones.  This approach found kAl-tract bending sequences in Methanothermus 

fervidus, which belongs to a branch of the archaeal kingdom that contains histone like 

proteins (Euryarchaeota) (Bailey et al., 2000). The same patterns were not found in 

Crenarchaeota, a branch of the archaeal kingdom which does not contain histones.  

This led to the suggestion that the evolution of eukaryotic genome sequences most 

likely originated in the archaea, before the split of the eukaryotic lineage. 

1.4.4 Nucleosome rotational positioning and DNA regulatory 

regions 

Generally, chromatin structure provides a repressive environment for transcription.  

The evidence for this comes from observations of increased transcription levels of 

prokaryotic RNA polymerases in histone-depleted eukaryotic cells compared to their 

levels in normal eukaryotic cells (Gonzalez T Palacian, 1989).  Prokaryotic RNA 

polymerases have traditionally been used in such analyses since they do not require 

specific transcription factors as do eukaryotic RNA polymerases (Wolffe, 1998).  One 

of the ways eukaryotic cells are understood to overcome nucleosome barriers to 

permit transcription is through the activity of ATPase-based remodelling complexes 

(Wolffe T Guschin, 2000).  An example is the SWI/SNF complex, which is thought 
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to disrupt the rotational positioning of nucleosomes as suggested from the loss of 10 

bp-phased DNase I cleavage patterns (Lorch et al., 1998). 

The indication for nucleosome rotational positioning provided an incentive to 

map naturally bent DNA near important genomic sequences and assess whether these 

bends could position nucleosomes (Bash et al., 2001R Nair, 1998R Pruss et al., 1994R 

Wada-Kiyama T Kiyama, 1996R Wada-Kiyama et al., 1999). 

For example, the circular permutation assay (Section 1.4.1) was used to map 

bend sites in the 3,000 bp promoter region of the human oestrogen receptor gene 

(Wada-Kiyama et al., 1999).  A total of 5 bend sites were found using the circular 

permutation assayR kAl-tract bending was observed for 3 of these sites.  Nucleosome 

positioning at one of these bend sites was then analysed in detail.  These were mapped 

by firstly digesting the clone with MNase to isolate core particles followed by 

digestion with 2 different restriction enzymes, whose restriction sites were known on 

the clone.  This showed that the position of the bend appeared 10–30 bp away from 

the experimentally-predicted location of the nucleosome dyad axis.  Therefore, it 

seemed likely that the specific bent site could help to direct nucleosome positioning.  

Nucleosome mapping to an intrinsically bent site was shown previously as well in the 

human # " globin locus (Wada-Kiyama T Kiyama, 1996). 

A few specific cases are known where positioned nucleosomes are important 

for protein signal recognition.  An example of this is the hormone responsive element 

(HRE) of the mouse mammary tumour virus (MMTV) promoter (Pina et al., 1990).  

Footprinting6 analysis showed that the sequence of HRE was able to precisely 

position nucleosomes both in vivo and in reconstituted chromatin.  It was then shown 

that nuclear factor 1 (NFI), one of the transcription factors for this promoter, was not 

                                                 
6 This technique identifies the site of protein-binding on DNA by determining which phosphodiester 
bonds are protected from cleavage by DNase I  
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able to bind to the promoter when it was wrapped in a nucleosome.  Hormone 

receptor binding to the MMTV nucleosome was seen to shift the rotational position of 

the nucleosome rather than causing it to dissociate completelyR this was detected as 

greater accessibility of the promoter-proximal end to exonuclease III digestion.  Thus, 

hormone receptor binding could act as a primary switch by shifting the rotational 

setting of the nucleosome to permit NF1 binding.  Another example is the binding site 

of the human immunodeficiency virus (HIV)-encoded integrase enzyme: DNA 

distortion studies have shown that this enzyme recognises specific bends within a 

nucleosome core particle (Pruss et al., 1994). 
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1.5 An Introduction to Nucleosome Translational 

Positioning 

Translational positioning determines where a histone octamer will be positioned along 

a long stretch of DNAR blongc, in this case, refers to a length longer than the core 

particle length (W146 bp).  The theory behind this kind of positioning is that certain 

regions of a long DNA sequence may be much worse or much better than random 

DNA in their ability to wrap a histone octamer.  Two kinds of DNA structural features 

may be important in determining the translational position of a nucleosome: 

$ Highly rigid DNA – DNA, whose structural conformation is very restricted, 

compared to random DNA, will be more difficult to bend around a histone 

octamer.  Therefore, such kind of DNA can be expected to repel nucleosome 

formation. 

$ Highly flexible DNA - The conformation of highly flexible DNA is such that 

it offers least resistance to being bent and wrapped around a histone octamer.  

Thus, DNA, which is significantly more flexible than random DNA sequences, 

may position nucleosomes more readily.  Flexible DNA is different to bent 

DNA previously described (Section 1.4.1) in that it offers low resistance to 

being wrapped around a histone octamer whereas bent DNA is a permanent 

feature of the DNA molecule. 

1.5.1 DNA sequences that repel nucleosome formation 

Sequences that resist nucleosome formation may do so because they tend to form 

some other kind of DNA secondary structure unfavourable for wrapping around a 

nucleosome.  They might also contain signals to bind a different cellular protein, 

which would compete with the histone octamer for the same position.  Initial 
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nucleosome reconstitution experiments, using salt dialysis, had reported a lack of 

success in reconstituting nucleosomes using poly(dA)jpoly(dT) / poly(dG).poly(dC) 

sequences (Rhodes, 1979R Simpson T Shindo, 1979).  Although it was not clear why 

such sequences would disfavour nucleosome formation, Rhodes et al suggested that 

the high salt conditions used in the reconstitution procedure could have caused the 

poly(dA)jpoly(dT) sequences to form heteronomous DNA, a triple-strand DNA 

structure (Arnott et al., 1983).  Poly(dG).poly(dC) sequences were also known to 

easily adopt A-DNA conformation (Arnott T Selsing, 1974) so this could have been a 

possibility for their inability to reconstitute into nucleosomes using the high-salt 

experimental conditions. 

In another nucleosome reconstitution experiment, it was also observed that 

tracts of poly(dA)jpoly(dT) and poly(dG).poly(dC) were not present towards the dyad 

axis (Drew T Travers, 1985).  However, poly(dA)jpoly(dT) tracts appeared towards 

the ends of the core DNA sequences suggesting that they may have an influence on 

the translational setting of the histone octamer (Satchwell et al., 1986).  The basis for 

translational positioning was not clear at this pointR a recent study, however, examined 

the translational and rotational positioning properties of a simple 20 bp-repeating 

sequence (Negri et al., 2001).  The approach was to study the effects of subtle 

changes to the original sequence by mapping the changes to rotational and 

translational positions using hydroxyl-radical and exonuclease mapping respectively.  

The main conclusion was that the sequence distortions which affected the rotational 

preferences of the core particle were not the same ones which affected the 

translational position.  The exact features which resulted in translational positioning, 

however, were not confirmed but it was suggested that the exact sequence contexts of 

kGAl and kCTl dinucleotides could be important. 
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Why long runs of poly(dA)jpoly(dT) might repel nucleosome formation is still 

unclear.  However, one explanation, using X-ray crystal analysis, predicts AjT base 

pairs to have high propeller twist7 (Nelson et al., 1987).  This would result in maximal 

base-stacking (the interaction of adjacent base pairs) in poly(dA)jpoly(dT) sequences 

resulting in an overall rigid stretch of DNA.  kAA/TTl dinucleotides were also 

discussed earlier to show restricted conformation in X-ray crystallography studies 

(Section 1.4.1).  This may make it difficult to bend poly(dA)qpoly(dT) sequences to 

easily fit around a histone octamer. 

Expansion of kCCGl repeats, which are known to cause fragile X syndrome, 

have also been studied in relation to nucleosome positioning (Wang et al., 1996).  

Using competitive nucleosome reconstitution and electron microscopy, it was shown 

that >50 repeats of kCCGl blocks tended to exclude nucleosome formation.  Such 

sites, visible in patients suffering from fragile X syndrome, were referred to as 

bfragilec loci as they stained poorly and were hotspots for DNA strand breakage.  It 

was possible that kCCGl repeats formed some other kind of secondary structure: the 

lack of nucleosomes could account for the high frequency of DNA strand breaks.  The 

exact mechanism for extensive CCG repeats in excluding nucleosome formation is 

still unclear. 

Cao et al had performed a negative-SELEX experiment on mouse genomic 

DNA to yield an enriched quantity of sequences that repel nucleosome formation 

(Cao et al., 1998).  35% of the sequences finally isolated had long repeats of kTGGAl 

and the affinity of these were half that of background DNA. 

                                                 
7 Propeller twist is a property of a single base pair which describes the angle between the plane of the 
paired bases. 
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1.5.2 DNA sequences that favour nucleosome formation 

Expanded blocks of kCTGl have been shown to be strong positioning signals for 

binding nucleosomes (Wang T Griffith, 1995).  This motif had been previously 

shown to form expanded blocks downstream of the myotonic dystrophy gene in 

affected patients (Mahadevan et al., 1992).  Such regions were seen to bind a large 

number of nucleosomes using electron microscopy.  An in vitro nucleosome 

reconstitution experiment showed that 2 DNA sequences, having 75 and 130 kCTGl 

repeats respectively, formed nucleosomes 6 and 9 times more strongly compared to 

the 5S RNA gene (a naturally occurring nucleosome-positioning sequence containing 

10 bp-phased kAl-tracts) (Wang T Griffith, 1995).  A study involving DNase I 

digestion of trinucleotides has also shown kCTGl trinucleotides to have one of the 

highest cutting rates and therefore to be amongst the most flexible trinucleotides 

(Brukner et al., 1995).  So according to the DNase I digestion results, the high 

flexibility of kCTGl-expanded regions may lead to a relatively beasyc fit for binding 

nucleosomes.  However, according to the analysis of the chicken nucleosome data, 

kCTGl motifs did not show any kind of rotational positioning preferences, i.e. to face 

inwards or outwards in the structure of the core particle (Satchwell et al., 1986).  This 

suggests that kCTGl may show preferential nucleosome binding only when it is 

present in dense clumps:  its overall density along a DNA sequence and not its 

rotational preference may influence its strong nucleosome-binding feature. 

SELEX enrichment of core DNA in the mouse genome found some other 

possible nucleosome-positioning motifs, all of which could not be explained by 

phased kAl-tract motifs (Widlund et al., 1997).  This study found some cases of 

phased runs of 3-4 adenines (kAl-tract bending), multiple kCAl repeats, phased 

kTATAl tetranucleotides and one sequence having kCAGl repeats.  However, 



1-20 

fluorescence in situ hybridization showed these sequences to strongly localise to 

centromeric DNAR some of the sequence motifs were also known centromeric satellite 

repeats.  Such repeats may not represent the majority of nucleosome-binding 

sequences in the genome as centromeric nucleosomes contain specialised 

nucleosomes that have variant histones (Smith, 2002).  Furthermore, a recent study 

showed that the exact histone variant in addition to the DNA sequence may be a factor 

in positioning nucleosomes (Bailey et al., 2002). 

1.5.3 Nucleosome translational positioning and DNA regulatory 

regions 

As mentioned earlier, nucleosomes are considered a repressive environment for 

transcription (Section 1.4.4).  To overcome this, eukaryotic cells also contain ATPase-

based remodelling complexes which are understood to shift the translational 

positioning of nucleosomes, for example NURF complexes in Drosophila (Hamiche et 

al., 1999R Kang et al., 2002).  These are thought to induce sliding of nucleosomes as 

they do not disrupt the 10 bp-phased DNase I digestion patterns. 

Understanding of the role of translational nucleosome positioning in 

repressing transcription has come from the use of in vitro transcription systems 

(Wolffe, 1998).  Such studies ask if transcription can still occur in vitro following 

nucleosome reconstitution.  The general outcome is that if histone assembly takes 

place first, transcription activity is inhibited.  Of course, this system is unlikely to 

represent what happens in eukaryotic cells in vivo as it is difficult to mimic the 

multitude of transcription factors, which are actively involved in the process.  An 

experiment, using an in vitro transcription system, showed that Alu repeats positioned 

histones over and next to promoter elements, which are critical for its transcription 
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activity (Englander et al., 1993).  The poly kAl linker region of Alu sequences was 

proposed to exclude translational positioning by a histone octamer. 
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1.6 Regions of Phased Nucleosomes 

One of the consequences of nucleosome positioning may be genomic segments having 

gphased nucleosomes’:  in this case, a constant length of linker DNA is maintained 

throughout a specific segment of genomic sequence.  Possible models for demarcating 

such segments have been proposed (Kiyama T Trifonov, 2002): 

$ A perfect positioning model – The positions for all nucleosomes are defined in 

a genomic segment. 

$ A partial positioning model – Certain positions in a genomic segment are 

designated for nucleosome formation.  The alignment of other nucleosomes is 

influenced by the initial allocation of these key positions. 

A crude method of detecting nucleosome phasing in a genomic clone is by 

digesting it with micrococcal nuclease and observing the digested products using gel 

electrophoresis.  If the bands produced by electrophoresis produce a unique band, it 

suggests that the linker lengths are roughly equal and that a specific phase is 

maintained. Conversely, bout of phasec nucleosomes yield a number of bands of 

varying lengths.  Nucleosome-phasing was observed in a few randomly selected 

chicken genomic DNA clones using this method (Liu T Stein, 1997).  This study 

concluded that phased regions (<2k bp) alternated with randomly-positioned regions 

in the sampled clonesR the phased regions were reported to show 210 bp-phased 

nucleosomes.  Possible underlying sequence factors were proposed in one of the 

phased regions, which contained a gene.  These included a run of 10 kAl residues in 

the linker DNA between 2 specific nucleosomes (possible translational positioning 

motif) and apparently 10 bp-phased kVWGl motifs (Section 1.9.3R a motif that could 

affect rotational positioning). 
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1.7 Strength of Nucleosome Positioning Sequences In 

Vivo 

Two very important problems have been looked at previously concerning the strength 

of nucleosome positioning sequences in vivo.  The first was to estimate what 

proportion of genome sequences might be constrained for packaging nucleosomes.  

The second problem was to answer how efficient these sequences were at binding 

octamers compared to artificial sequences. 

The first question was answered using competitive nucleosome reconstitution 

in which a library of random natural genomic mouse DNA sequences and a library of 

chemically synthetic DNA (Lowary T Widom, 1997) were made to compete for 

binding limiting amounts of histone octamer.  The conclusion was that only 5% of the 

total genomic library was enriched to bind histones with a free energy of 

reconstitution higher than the synthetic library. 

To address the second problem about the strength of naturally occurring 

motifs, a set of the strongest possible motifs in the whole mouse genome was enriched 

and analysed using SELEX enrichment (Widlund et al., 1997).  The free energies of 

these sequences were compared with artificial sequences, which were similarly 

enriched for nucleosome-binding using SELEX enrichment (Thastrom et al., 1999).  

The first and second strongest sequences in the entire mouse genome were seen to 

have 6 fold and 34 fold lower affinities respectively for binding octamers than the 

random pool of synthetic DNA.  It was concluded that even the strongest binding 

natural sequences were not evolved to be the most energetically favourable possible. 
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1.8 Experimentally Mapped Nucleosome Datasets 

Two databases of experimentally-mapped nucleosome sequences were available 

during the course of work described in this thesis.  Sequences in both databases, 

however, suffer from experimental limitations which hinder the precise mapping of 

the dyad axis. 

1.8.1 Database of chicken core DNA sequences 

The database of chicken core DNA, which was introduced earlier (Section 1.4.2) 

(Satchwell et al., 1986) (177 sequences), was kindly made available by Andrew 

Travers.  To isolate core DNA, MNase digestion was performed on DNA extracted 

from chicken red blood cells.  This was followed by a further deproteination step to 

remove H5 (the chicken equivalent of the linker histone H1 in human).  This resulted 

in 239 sequences, which were cloned using an M13 vector, and sequenced.  However, 

many of the cloned sequences were finally discarded:  these included those that were 

less than 142 bp and those that contained a double-length insert of roughly 290 bp.  

The sequence lengths in the final database ranged from 142 to 149 bp with an average 

length of 145 ("1.5) bp. 

The length differences could be partly attributed to the cutting specificities of 

MNase.  It prefers cutting pA and pT faster than pC or pG (Bellard et al., 1989) 

resulting in an accuracy of "3 bp in determining the translational positioning of the 

core particle (Hager T Fragoso, 1999).  However, the authors reported that the AmT 

content in the core particles were the same as those in bulk chicken DNA (Satchwell 

et al., 1986).  Only a drop of 13% in TpA between core particle DNA and bulk 

chicken DNA was noticed that could be biased by MNase cutting specificity. 
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The authors also mention that this dataset did not necessarily represent the 

bulk of nucleosome positioning in vivo as one step of the isolation protocol, which 

involved removal of H1, ballowed the exchange of histone octamers between DNA 

moleculesc (Satchwell et al., 1986). 

  10 bp-phased kAA/TTl periodicity, along with 5 bp phase-shifted kGCl, had 

been reported for this dataset (Section 1.4.2).  Simple counting of kAA/TTl 

dinucleotide spacing (Figure 1.5, page 1-31) and multiple alignments of these 

sequences (Appendix A) were not sufficient to reproduce this result.  The multiple 

sequence alignment in Appendix A, which is also sorted by pair wise identity, showed 

that the sequences were not highly similar to each other.  A separate BLAST analysis 

(Altschul et al., 1990)was also performed where each of the core DNA sequences was 

used to search for homologous members in the dataset (an ball against allc testR data 

not shown).  This showed that these sequences were not highly similar to each other.  

This suggested that the reported periodicity was probably quite weak. 

For some of the experiments performed in this thesis (Chapter 3 and Chapter 

5), additional chicken genomic sequences were required which could be used as a 

background test set to these chicken core DNA sequences.  Two chicken genomic 

clones were available for this purpose: AC092403 (144,369 bp) and AC120196 

(202,027 bp). 

1.8.2 Nucleosome database from mapping studies on various 

species 

A second database of nucleosome sequences, which was publicly available (Levitsky 

et al., 1999), essentially represented the same sequences from an earlier collection 

(Ioshikhes T Trifonov, 1993) and a more recent database of mouse nucleosomal 

sequences obtained using SELEX enrichment (Widlund et al., 1997).  A total of 193 
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sequences was present with the majority of sequences representing mouse and yeast 

data (Figure 1.3). 

Figure 1.3:  Organism sources of Levitsky et al’s nucleosome sequence dataset 
(Levitsky et al., 1999). 
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However, the length distribution of sequences was much more varied in this 

dataset compared to the mapped chicken sequences (Figure 1.4).  The observed length 

variation necessarily resulted from the uncertainty of the technique used for 

nucleosome mapping.  There were six main methods used, whose mapping accuracies 

are shown in Table 1.1 (Ioshikhes T Trifonov, 1993).  The only technique unlisted in 

Table 1.1 is the SELEX protocol used to isolate many of the mouse nucleosome 

sequences:  the lengths of these sequences ranged from 109 to 151 bp (average: 129 

bp, standard deviation: 9 bp). 
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Figure 1.4:  Length distribution of sequences in Levitsky et al’s nucleosome database. 
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Table 1.1:  Accuracy of different nucleosome mapping methods (Ioshikhes & Trifonov, 
1993). 

METHOD MAPPING ACCURACY  
( bp) 

MNase digestion of chromatin >19
DNase I digestion of chromatin or reconstituted nucleosomes 10
Hydroxyl radical mapping 5
MNase digestion in combination with the cloning and 
sequencing of nucleosomal DNA sequences 5

DNase I digestion in combination with the highest possible 
accuracy 1

Exonuclease III with nuclease S1 digestion 1

 
The pair wise multiple sequence alignment of these sequences (Appendix A) 

showed that many of the mouse sequences were highly similar to each other 

(sequences 1-36 in the alignment).  An ball against allc BLAST analysis also showed 

that these mouse sequences were highly similar to each other.  However, they were 

more similar to the other sequences within the dataset  compared to the chicken core 

DNA dataset (data not shown).  The largely redundant mouse sequences were 

removed for any further analysis performed in this thesis.  Unlike the chicken core 

DNA sequences, the sequence alignment of this dataset showed what appeared to 

represent phased kAl-tract motifsR these were in the first half of these sequences 

(Appendix A).  kAl-tract bending was, therefore, more indicative in this dataset than 
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in the chicken nucleosome dataset (this is discussed again subsequentlyR Section 

1.9.2). 
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1.9 Computational Approaches to Understanding 

Nucleosome Positioning in Other Laboratories 

This section will briefly introduce some of the computational approaches that have 

been developed till now to predict nucleosome formation. 

1.9.1 Using DNA structural parameters to predict nucleosome 

positioning 

The program BEND has often been used to predict DNA curvature and flexibility as a 

supplement to wet-lab mapping of positioned nucleosomes (Bash et al., 2001R 

Blomquist et al., 1999R Fiorini et al., 2001R Wada-Kiyama et al., 1999).  The program 

accepts any DNA structural parameter set which can explain DNA bending along a 

DNA sequence, for example di-/tri- nucleotide parameter sets of twist, roll, tilt based 

on gel anomaly studies (Bolshoy et al., 1991), cyclization kinetics (Ulanovsky et al., 

1986), X-ray crystallography  (Calladine et al., 1988) etc..  This software was useful 

to show that the binding of transcription factor NF-1 depended on the position of 

curved DNA, which in turn affected nucleosome rotational positioning around the 

NF-1 binding site (Blomquist et al., 1999).  The analysis was performed by 

introducing various sequence changes around the binding site and analyzing the 

potential effects of curvature.  The software also helped to confirm bend sites, which 

were predicted using the circular permutation assay, in the promoter region of the 

GAL1-10 gene in yeast (Bash et al., 2001). 

The wavelet tool (used in this thesisR Section 2.4.1, Chapter 4) is an example 

of a different approach which can use DNA structural parameters.  It can be used to 

assess the occurrence and distribution of structural patterns that could affect 

nucleosome positioning (Arneodo et al., 1995R Arneodo et al., 1998R Audit et al., 
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2001R Audit et al., 2002).  So far, it has been used to show that non-coding eukaryotic 

genomic DNA contain periodic flexibility patterns (>100 bp periodic) which do not 

appear in coding DNA or in prokaryotic DNA sequences.  The size of such repeat 

periods, which reflects the size of a nucleosome, has been suggested to be potential 

nucleosome-positioning elements. 

1.9.2 [AA/TT] rotational positioning pattern obtained using 

multiple sequence alignment 

Ioshikhes et al. used five kinds of multiple alignment algorithms to create profiles of 

the nucleosomal database described earlier (Section 1.8.2) (Ioshikhes et al., 1996R 

Ioshikhes T Trifonov, 1993).  The algorithms considered only the positions of 

kAA/TTl dinucleotides because of their importance in rotational positioning described 

earlier (Section 1.4.1).  These algorithms modelled an kAA/TTl dinucleotide 

positional frequency with a periodicity of 10.3("0.2) bases towards the ends of a 146 

bp sequence. kTTl dinucleotides also appeared to be distributed symmetrically relative 

to kAAl dinucleotides on the same DNA strand (phase difference: 6 bp).  This result 

was reminiscent of the Fourier analysis results of the chicken core DNA dataset 

(Section 1.4.2) (Satchwell et al., 1986) except the latter found kGCl, rather than kTTl, 

to be in phase with kAAl.  A similarity, however, was that the periodic feature was 

seen to appear symmetrically away from the central 15 bp indicating that the DNA in 

the location of the dyad axis was not bent. 

According to the multiple sequence alignment of these sequences using the 

software Clustal W (Appendix A), phased A-tracts were evident towards the first half 

of the sequences.  However, the algorithms used to align the sequences by Ioshikhes 

et al were more strategic in that they did not model any gdeletes’ and were specifically 

handling kAA/TTl-periodicity (Clustal W uses the 4-letter DNA alphabet and will 
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align any given sequences).  Therefore, the alignment results from using Clustal W 

cannot be expected to give exactly the same results.  Simple counting of kAAl-spacing 

showed a smeared peak between 5-11 bp for this dataset (Figure 1.5) indicating that 

phased-A tracts were featured in this dataset. 

Figure 1.5:  Simple counting of [AA]-spacing in the 2 experimentally-mapped 
nucleosome datasets (Section 1.8). 
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Denisov et al. used this model to predict nucleosome-centering around splice 

sites in 2000 exon-intron boundary sequences (400 bp fragments) obtained from a 

variety of eukaryotic species (Denisov et al., 1997).  The sequences appeared to 

position the midpoint of the nucleosome towards the introns.  However, the data 

presented in the analysis were averaged values and it is not clear what proportion of 

the sequences showed this trend. 

1.9.3 10-periodic [VWG] pattern obtained using hidden markov 

models 

A 10-periodic kVWGl motif was found serendipitously using hidden markov models 

(HMMs) (Baldi et al., 1996).  Initially, conventional left-right hidden markov models, 

which were being trained to recognize splice-site junctions, learnt this signal.  A 
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different kind of HMM architecture, the cyclical HMM was constructed which 

detected this motif with an apparent 10 bp periodicity in coding sequence.  Many of 

the sequence members of the motif kVWGl were seen to be highly flexible in a DNase 

I – based flexibility table (Brukner et al., 1995).  This kind of proposed bending was 

different to the A-tract bending described earlier (Section 1.4.1)R this suggests that 10-

phased bflexiblec motifs (kVWGl), rather than 10-phased brigidc motifs (kAAl), could 

help to achieve nucleosome rotational positioning.  The result was described as a 

flexible motif which appeared every 10 bp and which was superimposed over coding 

DNA8.  This study suggested that exons could possess a nucleosome-binding signal 

superimposed over protein-coding signal. 

Stein et al. used this observation as a model to predict nucleosome-positioning 

on the SV40 minichromosome simply by counting occurrences of 10-periodic kVWGl 

motifs (Stein T Bina, 1999).  The results showed a weak correlation (correlation co-

efficient: 0.52 with a P value <0.001) with experimentally-mapped nucleosomes in a 

3,300 bp region (out of 5,200 bp) in the late SV40 region.  It was described that in 

regions in the SV40 early region, where kVWGl could not be used to predict strong 

nucleosome positions, the 10-periodic kAA/TTl signal (Section 1.9.2) could.  5,000 bp 

is perhaps too short a sequence length for analysing nucleosome-positioning though:  

the maximum number of nucleosomes that could possibly fit on the whole SV40 

minichromosome would be <30.  Also, the reported correlation was observed in a 

specific part of the sequence rather than throughout the entire sequence. 

                                                 
8 Coding DNA has harmonics of 3 bp. 
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1.9.4 RECON:  A nucleosome prediction model based on 

dinucleotide relative abundance distance 

A function to find gnucleosome formation potential’ was described recently (Levitsky 

et al., 2001a).  The prediction software, called RECON, was based on a function 

which calculated the optimal distance in dinucleotide space between mouse genome 

sequences that position nucleosomes (positive set) (Widlund et al., 1997) and mouse 

genome sequences that repel nucleosomes (negative set) (Cao et al., 1998).  86 

sequences were available in the positive set and 40 sequences in the negative set.  

Using a jack-knifing procedure for model-testing, a model was trained which showed 

80% accuracy at 94% coverage.  Prediction analysis using this algorithm showed that 

introns and Alu repeats had a higher nucleosome formation potential than exons 

(Levitsky et al., 2001b). 

However, using fluorescence in situ hybridization, the positive set used in this 

study were found to belong to the mouse centromeric class of repeats (Widlund et al., 

1997).  Centromeric nucleosomes are known to bind octamers, which have a variant 

of histone H3 in a large number of eukaryotesR this includes mouse (Smith, 2002).     

Therefore, it is unlikely that this positive set represents the majority of sequences that 

would bind nucleosomes in gnon-centromeric’ genomic DNA. 

The mouse positive sequences, used in RECON, were part of Levitsky et al’s 

nucleosome dataset introduced earlier (Section 1.8.2).  However, the pair wise 

multiple sequence alignment of these sequences showed that a large number of the 

mouse sequences were highly similar to each other (Appendix A).  These close 

variants were not reported to be discarded in the RECON software training.  These 

could bias the results learnt in the RECON model. 
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1.10 Summary of Aims 

The idea of nucleosome positioning, particularly its potential role in transcription 

regulation in eukaryotic cells, was an interesting prospect to research.  With the large 

amount of eukaryotic genomic sequences now available from recent sequencing 

projects, particularly human and mouse data, an appealing option was to scan for 

evidence of nucleosome positioning, build models to predict nucleosome positioning 

and compare the predictions with known annotated features on these sequences. 

1.10.1 The scope for studying nucleosome positioning 

However, the scope for building good quality nucleosome models was limited.  The 

restrictions arose partly from the limited experimentally-mapped data that supported 

nucleosome positioning.  The 2 experimentally mapped nucleosome datasets (Section 

1.8) each contained less than 200 sequences and also the initial sequence alignments 

of the 2 datasets did not show any obvious similarity between the 2 (Appendix A).  

About 36 sequences in the Levitsky dataset were also redundant. 

Also, with regard to their role in events such as transcription regulation, the 

general view is that nucleosomes repress such activities (Section 1.4.4, 1.5.3)R this 

could probably be a consequence of nucleosomes lying in the path of regulatory 

proteins such as RNA polymerase and transcription factors.  This does not require 

nucleosomes to be positioned and it is not yet clear to what proportion positioned 

nucleosomes could repress transcription in vivo.  Specific examples are available, for 

example NF1-binding to the MMTV promoter (Pina et al., 1990) (Section 1.4.4).  In 

this case, the position of a nucleosome is thought to be regulated by binding of a 

regulatory receptor protein, which in turn affects the accessibility of a transcription 

factor to its target site.  From this, it could firstly be expected that it would not be 
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energetically favourable to have a large density of specifically positioned 

nucleosomes throughout the genome.  Secondly, the few nucleosome positioning 

signals that are available could be expected to appear near gene regulatory regions 

where they could carry out important functional roles.  Overall, this does make it 

difficult to detect nucleosome positioning sequences with high sensitivity especially 

from using whole genome analysis techniques. 

The role of chromatin remodelling complexes (Section 1.4.4, 1.5.3) in 

directing nucleosome positions near promoter regions provides additional speculation 

that many nucleosomes could be positioned.  In other words, it could be hypothesized 

that the remodelling complexes target positioned nucleosomes in vivo.  At the 

moment, this remains speculation as the roles of chromatin remodelling complexes 

have not yet been assessed in vivo (Tsukiyama, 2002). 

It is also important to note that the current experimental procedures used to 

reconstitute and map nucleosomes may not represent positioned nucleosomes in vivo.  

Chromatin extracts often contain much higher levels of the HMG (high mobility 

group) of chromatin proteins than the cellular background (Wolffe, 1998).  These 

proteins are known to interact with nucleosomes.  In vivo, chromatin structure is 

dynamic and using reconstitution procedures it is difficult to mimic the activity of 

important factors such as chromatin assembly factors, post-translational modification 

of histones and the nucleosome assembly process itself (which occurs in stages).  

Also, in the reconstitution procedure, it is quite difficult to assess the non-specific 

association of DNA with histones. 

1.10.2 Aims and benefits of predicting nucleosome positioning 

Given the limitations above, predicting nucleosome positioning was always going to 

be a challenging task.  Most of the evidence for nucleosome positioning itself was 
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based on the results of in vitro experiments including the hypothesis of intrinsically 

curved DNA (Sections 1.4.1, 1.4.2).  Possibly the major indication that nucleosomes 

could be positioned in vivo came from Lowary et al’s work, using competitive 

reconstitution (Section 1.7) (Lowary T Widom, 1997).  From the results, it was 

estimated that only 5% of the mouse genome was probably enriched for binding 

nucleosomes 

The aim in this thesis was to build computational models to predict 

nucleosome positioning.  The first objective was to scan for evidence which could 

suggest that nucleosome positioning signals exist in the first place in eukaryotic 

genomic sequences.  A second goal was to scan for evidence that suggests that 

nucleosome positioning could be involved in gene regulation.  This would be carried 

out using 3 major modelling approaches (Section 1.11).  If the positioning predictions, 

using any of the modelling techniques, indicated the following properties, it could 

suggest importance of nucleosome positioning in gene regulation in vivo: 

$ A high density of predictions in the vicinity of annotated genes 

$ Conservation of the prediction patterns in different eukaryotic species 

 If, however, the predictions were made randomly throughout the genome, it 

would suggest more that nucleosome positioning, if it does occur, is important only 

for maintaining and stabilizing higher order chromatin structures. 

Being able to predict nucleosome positioning would definitely be beneficial in 

certain areas of genomic research.  It may, for instance, aid in gene prediction if it can 

be shown that certain genes or regulatory DNA sequences have positioned 

nucleosomes over them or in their vicinity.  This may, in turn, lead to clues about their 

expression patterns.  Another area where it may be helpful is in the diagnostics of 
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chromatin diseases, many of which are postulated to be due to aberrant nucleosome 

positioning (Hendrich T Bickmore, 2001). 
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1.11 Approaches proposed for modelling nucleosome 

positioning 

The methods outlined below have been employed in this thesis to approach the 

problem of predicting nucleosome positioning.  Chapter 2 will give a brief summary 

of the theories of these methods. 

1.11.1 Potential for studying 10 bp-phased motifs 

Chapter 3 of this thesis deals with the use of cyclical HMMs.  The aim of this 

approach was to scan for 10 bp-phasing motifs in genomic sequences, which could 

potentially influence nucleosome rotational positioning.  This modelling approach 

extended the cyclical HMM work of Baldi and Brunak (Baldi et al., 1996), which was 

introduced earlier (Section 1.9.3).  The results obtained by Baldi and Brunak 

suggested that 10-phased kVWGl could be a nucleosome positioning signal.  Many of 

the sequence members of this motif were highly flexible according to a DNase I–

based flexibility table (Brukner et al., 1995).  Baldi and Brunak’s overall technique, 

however, involved only learning the motif from various kinds of human genomic 

sequences including exons, introns and intergenic sequences:  the models were not 

used to perform any predictions.  The architecture of their cyclical HMMs was 

extended in this thesis to additionally model the background distribution of learnt 10-

cyclical motifs.  This would allow a HMM to be trained which could be used as a 

prediction tool.  The two experimentally-mapped nucleosome datasets were also used 

as training sets for this purpose. 
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1.11.2 Potential for studying nucleosome translational 

positioning 

In Chapter 4, the wavelet transform tool (Section 2.4.1) was used to probe the 

locations of periodic flexibility patterns in genomic sequences.  The aim for the 

investigation was to establish whether any evidence existed suggesting that 

translational nucleosome positioning was an important mechanism for positioning 

nucleosomes in eukaryotic species.  This would be achieved by modelling DNA 

sequences as flexibility sequences (Section 2.3.1).  Recent work had already reported 

that eukaryotic DNA exhibit significant flexibility patterns which correspond to the 

repeat length of the nucleosome and which do not appear in prokaryotic genomes 

(Audit et al., 2001R Audit et al., 2002).  It has also been reported that such patterns 

appeared only in non-coding DNA (Arneodo et al., 1995R Buldyrev et al., 1998R 

Havlin et al., 1999R Pattini L, 2001).  However, the genomic contexts of such patterns 

had not been clarified yet. 

In Chapter 4, the wavelet transform tool was used to establish both the 

distribution of strong periodic flexibility patterns in representative genomes as well as 

determine if such patterns appeared near gene dense regions in DNA sequences.  In 

addition to establishing the locations of these periodic features, it could also be 

determined if previously known DNA sequence features were the major players in 

determining potential nucleosome translational positioning. 

1.11.3 Using DNA weight matrices to model the existing 

nucleosome datasets 

The two available nucleosome datasets (Section 1.8) have both been analysed for 

rotational positioning and have been described to contain such positioning signals a 



1-40 

few turns away from and symmetrically about the nucleosome dyad axis (Ioshikhes et 

al., 1996R Satchwell et al., 1986) (Sections 1.4.2, 1.9.2).  The methods applied 

themselves, however, were specifically aimed to find rotational positioning signals, 

namely patterns which recur at 10 bp periodicity in these datasets.  For the chicken 

dataset, this was obtained using 3 bp window-averaged counts of dinucleotides along 

their position in the sequences (Satchwell et al., 1986)R this found the motif kAA/TTl 

to be enriched at 10 bp periodicity along with a relative 5 bp phase-shifted kGC/GCl 

motif.  For Levitsky et al’s data, it was assumed that kAA/TTl was the major 

rotational positioning motif and the periodicity of this motif was analysed using 

several multiple sequence alignment algorithms (Ioshikhes et al., 1996).  This yielded 

a similar result to the chicken data except that kTTl, and not kGC/GCl, was reported to 

be phased at 5 bp to kAAl on the same strand. 

However, to be a significant pattern, the suggested rotational positioning 

motifs should be present in the majority of these sequencesR this has not yet been 

clarified for either dataset.  Thus a motivation was formed to apply a rigorous 

classification system to each of the nucleosome datasets.  This was the focus for the 

work in Chapter 5. 
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RNA silencing is a common term for a group of mechanisti-
cally related pathways that produce and employ short non-coding 
RNA molecules to achieve sequence-specific gene regulation. The 
RNase III-enzyme Dicer produces small RNAs (smRNAs) in both 
microRNA (miRNA) and RNA interference (RNAi) pathways. 
miRNAs modulate physiological and developmental gene expres-
sion. They are genome-encoded, endogenous negative regulators 
of translation and mRNA stability originating from long primary 
transcripts with local hairpin structures. RNAi is triggered by 
the processing of long double-stranded RNA (dsRNA) into small 
interfering RNAs (siRNAs), which mediate sequence-specific 
cleavage of nascent mRNAs. The third common class of repressive 
small RNAs, PIWI-associated RNAs (piRNAs), is produced in a 
Dicer-independent manner. Current data suggest that piRNAs 
protect the germline from mobile genome invaders such as trans-
posons. A small RNA involved in RNA silencing associates with 
proteins in an effector ribonucleoprotein complex usually referred 
to as RNA-Induced Silencing Complex (RISC). Key components 
of RISC complexes are proteins of the Argonaute family, which  
determine RISC functions. During three days in May 2008, around 
two hundred scientists working on RNA silencing met at IMBA, 
Vienna for the 3rd Microsymposium on Small RNAs (Fig. 1) (www.
imba.oeaw.ac.at/microsymposium) organized by Javier Martinez.

RNA Silencing in Plants

Small RNAs in plants play critical roles in developmental, defence 
and stress processes, and perturbation of their function can have 
dramatic consequences. A considerable effort is now given towards 
understanding how smRNA steady state levels are regulated and 
maintained. Three talks were devoted to miRNAs (Fig. 2A) and 
related silencing pathways in plants.

First, Allison Mallory (INRA; Versailles, France) reviewed 
RNA silencing pathways in plants and then discussed results of a 

[RNA Biology 5:4, 181-188; October/November/December 2008]; ©2008 Landes Bioscience

forward genetic suppressor screen to identify genes whose mutations 
suppress ago1 mutations and restore RNA silencing. This screen 
identified FIERY1 (FRY1) as an endogenous posttranscriptional 
gene silencing (PTGS) suppressor in Arabidopsis. Reverse genetics 
approaches identified XRN2, XRN3 and XRN4 as targets of FRY1 
and revealed that these 5'–3' exoribonucleases also function as 
endogenous PTGS suppressors. The absence of the nucleoti-
dase/phosphatase FRY1 causes accumulation of miRNA cleavage 
products and excised miRNA loops, which are templates of the 
cytoplasmic XRN4 and nuclear XRN2 and XRN3, respectively. 
Consistent with their role as PTGS suppressors, fry1 and xrn4 
mutants are hyperresistant to cucumber mosaic virus infection. 
In addition, mutations in these suppressors revealed that XRN3 is 
essential for plant viability.1

The next talk by Javier Palatnik (Institute of Molecular and Cell 
Biology of Rosario, Argentina) demonstrated a cascade function of 
the miR159/miR319 family in Arabidopsis during leaf develop-
ment. The miR159/miR319 system represents an interesting model 
for studying functional specialization of highly related miRNAs. 
These miRNAs are highly similar in sequence but specifically regu-
late either MYB or TCP transcription factors, which quantitatively 
regulate cell proliferation. This study of interactions of miRNAs 
with nascent mRNAs revealed that the degree of interaction of 
different miRNAs with the same site is a key feature for quantitative 
regulation of gene expression. Improved basepairing of miR159a by 
changing three nucleotides (nt) in the target mRNA (TCP) results 
in efficient repression of TCP while overexpression of wild-type 
miR159 has no effect on TCP. In leaves, adequate control of cell 
proliferation is achieved through the specific regulation of TCP 
gene expression by miR319. TCP is a repressor of cyclin genes and 
thus cell proliferation. Interestingly, miR319 interacts with miR396, 
another miRNA involved in leaf development in plants.

The third talk on RNA silencing in plants was given by Xuemei 
Chen (University of California; Riverside, CA USA) who discussed 
small RNA metabolism. Plant small RNAs are modified by the 
methyltransferase HEN1, which adds 2'-O-methyl group at the 3' 
terminal nucleotide. This modification has a stabilizing effect on 
small RNAs. Small RNAs from hen1 mutants exhibit heterogeneity 
at their 3' end, which seems to be caused by uridinylation and exonu-
cleolytic degradation. Turnover of miRNAs was further addressed by 
the identification of SMALL RNA DEGRADING NUCLEASE 1 
(SDN1), an exonuclease, that degrades single-stranded small RNAs 
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overexpressing a miRNA to test a new motif-finding algorithm. 
This new approach allows identifying degenerate motifs. To improve 
efficiency of identification of enriched miRNA binding sites and to 
look beyond the seed motif, he included a folding approach. Using 
the new set of rules, he achieved a two-fold enrichment on sites with 
6 to 8 nt matches in the seed sequence stressing the importance of 
site accessibility in miRNA target recognition.

A talk by Joel Neilson (Massachusetts Institute of Technology; 
Cambridge, MA USA) resonated with Uwe Ohler’s discussion of 
alternative usage of polyA sites. Neilson presented data suggesting 
that T-cells tend to express transcripts derived from the use of 
upstream polyA sites following activation. He used exon array 
profiling to obtain comprehensive information about alternative 
splicing and alternative usage of polyA sites. Neilson proposed 
a general association of the shift to shorter 3'UTRs with higher 
proliferation.4 Furthermore, he suggested that, since mRNAs species 
with short 3'UTRs typically contain half the number of target sites 
compared to those with long 3'UTRs, this might explain differences 
in miRNA-mediated gene regulation in undifferentiated cultured 
cells versus differentiated tissues and could be one of important 
mechanisms dysregulated in cancer.

The extent of miRNA function in animal cells has largely been 
studied by mRNA microarray profiling assuming that miRNA 
function leads to reduced mRNA levels, which may not be always 
the case. In a pioneering work, Nikolaus Rajewsky (Max Delbrück 
Center for Molecular Medicine; Berlin, Germany) presented a 
study of genome-wide regulation of translation by miRNAs based 
on proteomic analysis by pSILAC, a modern mass-spectrometry 
method that was adapted to measure changes of newly synthe-
sized proteins.5 As a model, Rajewsky and colleagues chose HeLa 
cells transfected with five different miRNAs. pSILAC analysis 
showed very good reproducibility and turned out to be a good 
method for identifying miRNA-mediated translational repression. 
Eight miRNA targets were validated using dual luciferase reporters. 
This correlated well with pSILAC data. Motif analysis showed  
enrichment of pSILAC data with miRNA targets. About 60% of 

in vitro. Knock-down of the exonuclease gene in vivo results in 
elevated miRNA levels.2

miRNAs and miRNA Targets in Animals

Analysis of the miRNA pathway in animals (Fig. 2B) was 
the major theme of the conference. As a result, it was covered in 
approximately half of the talks. Analysis of physiological functions 
of miRNAs in different animal model systems is booming and an 
apparent trend is combining biological data with extensive in silico 
analysis. Whereas predictions based solely on sequence analysis are 
typically insufficient for understanding miRNA function in a specific 
model system, the combination of appropriate global profiling 
data with bioinformatic analysis is more powerful and often leads 
to improved understanding of miRNA roles. In any case, reliable  
identification of miRNA targets remains one of the key objectives 
in the miRNA field because distinguishing between real targets and 
false positive ones is a persistent problem.

Uwe Ohler (Duke University; Durham, NC USA) discussed the 
distribution of miRNA target sites in 3'UTRs and computational 
methods to improve miRNA target prediction. He introduced a 
concept of alternative polyadenylation (polyA), a common feature 
of many genes, which use more than one polyA signal to define the  
3' end of mRNA. The 3'UTR defined by the first polyA site is  
called constitutive 3'UTR while the UTR defined by a later polyA  
site is called alternative. Alternative polyadenylation thus offers 
another layer of control of gene expression because additional 
sequences in the 3'UTR allow regulation of a specific subset of 
transcripts coding for the same protein. Ohler showed that approxi-
mately 60% of predicted miRNA targets are in genes with alternative 
3'UTRs, with 40% of predicted miRNA binding sites located 
in alternative UTRs. Target site distribution along the 3'UTR is 
nonrandom as target sites appear to cluster around polyA sites.3 
Ohler also discussed identification of enriched motifs in sets of 
3'UTRs. Analysis of enriched motifs in 3'UTRs is an increasingly 
popular strategy for data mining microarray profiles from cells with 
a perturbed miRNA pathway. Ohler used microarray data from cells 

Figure 1. Logo of IMBA, Vienna.
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Current conditional knock-outs of individual miRNA pathway 
components allow dissection of the roles they play in specific 
processes in vivo. Donal O’Carroll (European Molecular Biology 
Laboratory; Monterotondo, Italy) studied the physiological role of 
RISC complexes in hematopoiesis using a conditional knock-out 
mouse model. The MxCre-induced loss of Ago2 caused defects 
in B-cell and erythroid lineages. Surprisingly, slicer inactive Ago2 
bearing D699A mutation in the PIWI domain rescued the Ago2-/- 
phenotype demonstrating that the slicer activity is dispensable for 

proteins downregulated by at least 20% could be explained by the 
presence of a seed motif and conserved seeds appeared to have a 
stronger impact on protein downregulation than unconserved seed 
motifs. By performing transcript profiling in parallel and subtracting 
this from the measured changes in protein synthesis they could show 
that miRNAs directly repress translation of hundreds of target genes. 
Knockdown of an endogenous miRNA validated these results and 
showed that a single miRNA can tune protein levels of thousands of 
genes.

Figure 2. Mechanism of microRNA (miRNA) biogenesis and miRNA-mediated mRNA silencing in plants and animals. (A) plant miRNAs are generated by 
a DICER-LIKE 1 (DCL1)-mediated cleavage of RNA polymerase II-transcribed endogenous precursor. HYPERNASTIC LEAVES 1 (HYL1) and SERRATE (SE) are 
involved in the processing of the precursors to form a miRNA duplex. Each 3' end of the duplex is protected from polyuridylation and degradation by a 
methyl group added by the methyltransferase HUA ENHANCER 1 (HEN1). The miRNA duplex is shuttled to the cytoplasm by HASTY (HST). In there, the 
steady-state level of miRNAs is controlled by the exonuclease SMALL RNA DEGRADING NUCLEASE 1 (SDN1). The guiding strand (miRNA) of the miRNA 
duplex is incorporated into an ARGONAUTE 1 (AGO1) containing protein complex (miRNP). The miRNA guides RISC to the target mRNA leading to 
mRNA degradation. FIERY1 (FRY1) controls EXORIBONUCLEASE 4 (XRN4) activity, which degrades the 3' fragment of miRNA-cleaved mRNAs. (B) miRNA 
transcripts in animals adopt an imperfect fold back structure and undergo sequential processing by the microprocessor (Drosha and Pasha in flies; Drosha 
and DiGeorge syndrome region gene 8 protein (DGCR8) in mammals) to form precursor (pre-miRNA) intermediates. Mirtrons are short intronic hairpins 
that are spliced and debranched to mimic pre-miRNAs. In some cases single nucleotides of the pre-miRNA are modified by adenosine deaminase (ADAR).  
Both types of pre-miRNAs are exported to the cytoplasm via Exportin-5 (EXP5) where they are processed by Dicer (in complex with Loquacious (LOQS) in flies 
or trans-activation responsive RNA-binding protein (TRBP) in mammals). The grey box highlights inhibition of miRNA processing by Lin-28/Lin-28b that is so 
far only specific to let-7 family members. On one hand, Lin-28/Lin-28b may prevent access of Drosha (and DGCR8) by binding to the loop region of pri-/
pre-miR-let-7 in the nucleus. On the other hand, Lin-28 may block Dicer-processing in the cytoplasm by facilitating uridylation and therefore degradation of 
pre-let-7a. miRNAs are assembled in ribonucleoprotein complexes (miRNPs). P-body components such as GW182 interact with Argonaute (AGO) in miRNPs 
to either promote inhibition of translational initiation at the cap-recognition stage or the joining of the 40S and 60S subunits stage. As alternatives miRNPs 
can accelerate deadenylation and decay of target mRNAs, block off elongation or ribosome “drop-off,” or cause degradation of nascent polypeptides.
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since a GFP reporter gene fused to the let-7 promoter is detectable 
earlier than endogenous miRNA expression. Cis-acting modulators 
might also regulate the transcriptional switch of two isoforms of lin-4  
pri-miRNA during development with only one form apparently 
entering the miRNA biogenesis pathway.

Xavier Ding (Helge Grosshans lab, Friedrich Miescher Institute; 
Basel, Switzerland) discussed how depletion of translation factors 
suppresses let-7 lethality in C. elegans. An RNAi screen of 2400  
genes aimed to identify interaction partners of let-7 identified several 
translation initiation factors as suppressors of the let-7 lethality  
phenotype. Consistent with this finding, polysome profiling of  
miRNA targets in various genetic backgrounds revealed that miRNAs 
regulate target genes in vivo at the level of translational initiation. 
Furthermore, Ding’s data also suggest that miRNA-mediated target 
mRNA degradation frequently occurs together with translational 
repression but functions as an independent mechanism.

Inha Heo (Narry Kim lab, Seoul National University; Seoul, 
South Korea) showed that Lin-28 inhibits let-7 biogenesis after 
Drosha processing. Lin-28 associates predominantly with pre-let-
7a in the cytoplasm as shown by immunoprecipitation. In vitro 
studies demonstrated that Lin-28 mediates uridylation of pre-let-
7a and promotes its degradation. The U-tail irreversibly blocks 
Dicer-processing of pre-let-7a. These findings lead to the conclu-
sion that Lin-28 associates with pre-let-7a and recruits uridylating 
enzymes. Inha Heo’s data partially overlapped with data presented by  
Scott Hammond (University of North Carolina; Chapel Hill, NC 
USA) who used a Let-7 processing model system to search for nega-
tive regulators of miRNAs. Let-7g is ubiquitously expressed but the 
mature miRNA is not found in early developmental stages while 
pri-miRNA is readily detectable. Using Let-7 loop sequence as a 
decoy, his group identified Lin-28 as a candidate inhibitor of Let-7g 
processing. Lin-28 is necessary and sufficient for Let-7g repression, 
which occurs at the Drosha processing step and involves Lin-28 
interaction with Let-7 loop. Uridylation was not reported in this 
case (Fig. 2B).8

Scott Hammond also discussed the role of miRNAs in cancer 
and correlated several patterns of miRNA expression during devel-
opment and cell differentiation with patterns during carcinogenesis. 
Many miRNAs, including Let-7, have reduced expression in various 
cancers. Hammond proposed that pathways leading to reduce 
miRNA expression might be important factors during tumori-
genesis. Restoration of such pathways should have an anti-cancer 
effect. He used a Let-7 processing model system to study negative 
regulators of miRNAs and identified several candidate inhibitors of 
Let-7g processing. One of them, Lin-28, was characterized further, 
revealing that Lin-28 is necessary and sufficient for Let-7g repression. 
Inhibition of let-7 in early embryos of Drosophila, which is abolished 
in later developmental stages, points towards Lin-28 as a regulator 
of pluripotency and Let-7 miRNA as a “differentiation” factor.  
An analogous mechanism can be envisioned for tumor cells  
(HeLa cells), in which high levels of Lin-28b also suppress the  
expression of let-7 to promote growth.

The proposed role of Let-7 in negative regulation of “stemness”  
by repressing self-renewal and promoting differentiation in both 
normal development and cancer9 places Let-7 opposite to the second 
largely discussed group of miRNAs: AAGUGC seed-containing 
miRNAs. AAGUGC seed is a prominent motif in several miRNA 

Ago2 function.6 Remarkably, Ago2-containing RISC is the function-
ally dominant RISC variant because loss of Ago1 and Ago3 (which 
are expressed in bone marrow and have no “slicer” activity) has no 
effect on hematopoiesis. These observations further support a general 
notion that, while all Ago proteins are associated with miRNAs and 
act in the miRNA pathway, Ago2 is functionally dominant and the 
contribution of other Agos to miRNA-mediated silencing is non-
essential. At the same time, the loss of Dicer arrests hematopoiesis 
earlier and affects also T-cell development, suggesting that either 
Ago1 and Ago3 delay the onset of Ago2-/- phenotype and/or Dicer 
has some miRNA-independent role. Finally, O’Carroll pointed 
out that Ago2 acts upstream in the processing/stabilization of  
pre-miRNAs, but Ago1 and Ago3 do not.

A rare insight into miRNA function in an adult organism was 
offered by Klaus Förstemann (Ludwig-Maximilians University of 
Munich; Munich, Germany) who addressed the biology of miR-277 
in Drosophila. He showed that miR-277 is preferentially loaded 
into the typically siRNA-bearing AGO2-containing RISC complex. 
Target prediction (www.russell.embl.de/miRNAs/) yielded over 400 
putative targets highly enriched in metabolic genes, particularly of 
mitochondrial metabolism and aminoacid degradation. Localization 
studies showed low levels of miR-277 expression in larva and pupa 
and high levels in adults. It was speculated that miR-277 might act as 
a metabolic switch. Interestingly, overexpression of miR-277 is lethal 
when the caloric content of the food is low and this phenotype can be 
rescued by providing sugar but not by providing proteins. It has been 
proposed that miR-277 might target genes encoding for enzymes 
that control the conversion of amino acids into intermediates of the 
citric acid cycle, thus explaining the particular dependence on sugar 
in the food when miR-277 is overexpressed.

Leonard Goldstein (Simon Tavaré lab, Cambridge Research 
Institute; Cambridge, UK) presented data on miRNA and mRNA 
expression during mouse mammary gland development. He was 
investigating whether breast cancer associated miRNAs7 play a role 
in normal mammary gland development. He and colleagues profiled 
whole mammary glands at 15 developmental time points including 
lactating glands, in which he observed reduced miRNA levels. 
Altogether, he identified approximately 120 miRNAs expressed at 
different stages of mammary gland development, with most miRNAs 
following one of eight typical expression profiles. Members of the 
same miRNA family frequently showed highly correlated expression, 
as did orthologs of miRNAs associated with human luminal breast 
cancers.

Let-7 and AAGUGC-miRNAs—First Among Equals

Two miRNA families dominated presentations involving specific 
miRNAs: let-7 and miRNAs bearing the AAGUGC motif at their 5' 
terminus. Let-7 is the favorite model for studies of miRNA-related 
mechanisms, which is not surprising considering let-7 is one of the 
longest-studied miRNAs and it is highly conserved. Amy Pasquinelli 
(University of California, San Diego, CA USA) focused on the 
regulation of miRNA expression in let-7 and lin-4 models. At least 
two different isoforms of pri-miRNA let-7 exist in C. elegans due 
to different transcription start sites. In addition to transcriptional 
regulation, post-transcriptional mechanisms may also contribute to 
restriction of let-7 miRNA to the appropriate time in development 
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This proposed role of the miR-290 cluster in the mouse zygote  
is somewhat different from the zebrafish model, which was discussed 
by Antonio Giraldez (Yale University; New Haven, CT USA). 
Previous studies of the role of the zygotically expressed miR-430 
family (closely related to the miR-290 cluster) in maternal Dicer 
null mutants (MZ Dicer) suggested that miR-430 is involved in  
degradation of up to 40% of maternal mRNAs.10 Despite these 
differences, it is apparent that mouse and zebrafish employ related 
miRNAs in reprogramming of the zygotic genome. To further inves-
tigate miR-430 function, morpholino antisense oligonucleotides 
were used that are complementary to mRNA target sites and block 
miRNA-mediated repression of specific targets.17 This approach is 
likely to become a valuable tool for analysis of specific miRNA-mRNA 
interactions. It was shown that miR-430 regulates Nodal signalling 
by balancing the expression of an agonist (squint) and an antago-
nist (lefty), genes involved in mesoderm expansion and reduction,  
respectively. The remainder of the talk focused on the role of tissue-
specific miRNAs miR-1, miR-206 and miR-133. Morpholino 
oligonucleotides were used to identify miRNA-regulated target genes 
involved in myogenesis by microarray profiling and analysis of genes 
upregulated upon morpholino delivery.

Nuclear Aspects of RNA Silencing

Several talks touched upon nuclear aspects of RNA silencing, 
which have been considerably dissected in plants and S. pombe but 
are poorly understood in animals. Marc Bühler (Friedrich Miescher 
Institute; Basel, Switzerland) presented the function of Ago1 
and Cid14 poly(A) polymerase in heterochromatic gene silencing 
mechanisms in S. pombe. Efficient silencing of some heterochro-
matic regions in fission yeast requires the RNAi machinery as well 
as the TRAMP complex, which contains the non-canonical poly(A) 
polymerase Cid14 and targets aberrant RNAs for degradation by the 
exosome.18 Deep sequencing showed that, in wild-type cells, most 
Argonaute-associated small RNAs (smRNAs) start with a 5' uracil, 
are ~22/23 nt long, and match to repeated regions of the genome. 
In cells lacking Cid14, the small RNA profile changes include major 
new classes of small RNAs that originate from ribosomal RNAs and 
tRNAs. Bühler suggested that Cid14 prevents certain abundant 
RNAs from becoming substrates for the RNAi machinery, thereby 
freeing the RNAi machinery to act on its proper targets and to 
prevent spurious generation of siRNAs.19

While small RNAs can induce transcriptional silencing in 
mammalian cells, the mechanism of silencing is unknown. Data 
from Lasse Sinkkonen, who demonstrated that defects in de novo 
DNA methylation in Dicer-/- ES cells can be explained by defects in 
miRNA-dependent regulation of gene expression (reviewed in more 
detail above), implies caution as warranted when interpreting nuclear 
effects of RNA silencing in mammalian cells because they could be 
indirectly mediated by miRNAs.

Mariano Allo (Alberto Kornblihtt lab, University of Buenos 
Aires; Buenos Aires, Argentina) presented data on siRNA-mediated  
epigenetic control of alternative RNA splicing. He showed that  
siRNAs directed against intronic sequence could affect alternative 
splicing in human cells. The phenomenon was dependent on AGO1. 
It has been speculated that AGO1 might recruit the transcriptional 
silencing machinery, which affects chromatin in the targeted locus. 
This is consistent with siRNA-induced dimethylation at the target  

families expressed in zebrafish (miR-430 family10) and mouse  
zygotes (miR-290 family11), in mouse and human embryonic 
stem (ES) cells (miR-290 family and related miRNAs12,13), and 
also in miRNAs with oncogenic potential (oncomirs, miR-17-92 
cluster14).

Andrea Ventura (Memorial Sloan-Kettering Cancer Center,  
New York, NY USA) provided interesting insights into redundancy 
and specificity of miRNAs by presenting a study of deficiencies in  
the miR-17~92 cluster and its two paralogous cluster miR-106b~25 
and miR-106a~363. Mice deficient for miR-17~92 cluster (also 
know as oncomiR-1) died shortly after birth with lung hypoplasia 
and a ventricular septal defect whereas mice lacking the paralogous 
cluster miR-106b~25, miR-106a~363, or both had no obvious 
phenotypic abnormalities.15 A more detailed analysis revealed 
possible causes of different phenotypes. The miR-106a~363 expres-
sion was never observed. The miR-106b~25 cluster is expressed but 
lacks miRNAs from some of the miRNA families represented in the 
oncomiR-1 cluster. The miR-106b~25 cluster is partially compen-
sating the loss of the oncomiR-1 cluster and the double knock-out 
causes an even more severe phenotype. The animals die at mid-
gestation and the phenotype is associated with enhanced apoptosis. 
OncomiR-1-/- mice also show defects in B-cell development due to 
increased apoptosis of B-cell progenitors. The phenotype was also 
tested in adult mice using fetal liver reconstitution and a conditional 
miR-17~92 knock-out allele. Search for putative candidate miRNA 
targets whose misregulation would contribute to the defective B-cell 
development identified Bim, a tumor suppressor, which is a critical 
regulator of B-cell survival.

Lasse Sinkkonen (Witold Filipowicz lab, Friedrich Miescher 
Institute; Basel, Switzerland) discussed the role of miRNAs in ES 
cells and during their differen-tiation. Microarray analysis of Dicer-/- 
ES cells revealed that 3'UTRs of upregulated transcripts show highly 
significant enrichment of motifs complementary to AAGUGC, a 
seed found in ES-specific miRNAs of the mir-290 cluster and other 
miRNAs. Consistently, many of the defects in Dicer-deficient cells 
were reversed by transfection of miR-290 family miRNAs. One of 
such defects of Dicer-/- ES cells was the loss of de novo DNA methy-
lation during differentiation, which correlated with downregulation 
of de novo DNA methyltransferases (Dnmts) in undifferentiated 
Dicer-/- ES cells. The downregulation was mediated by a potential 
direct miR-290 cluster target Rbl2. The defective DNA methyla-
tion could be rescued by ectopic expression of de novo Dnmts or by 
transfection of the miR-290 cluster miRNAs, indicating that de novo 
DNA methylation in ES cells is controlled by miRNAs.16

Petr Svoboda (Institute of Molecular Genetics; Prague, Czech 
Republic) discussed several aspects of maternal mRNA degradation 
in the mouse. Microarray analysis of maternal mRNA degradation 
suggests that miRNAs play a limited role and do not generate any 
detectable signature in the 3'UTR composition of the downregulated 
maternal transcriptome. However, about 20% of putative miR-290 
targets identified in ES cells exhibit high expression in the oocyte 
when compared to the blastocyst and somatic tissues. As transcripts 
targeted by the miR-290 cluster in ES cells are not maternal, it 
has been proposed that an important role of zygotic miRNAs is to 
restrict zygotic expression of genes, which were highly expressed in 
the oocyte, while degradation of true maternal transcripts would be 
less important.
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pairing of spliced transcripts from protein-coding genes to antisense 
transcripts from homologous pseudogenes in a Dicer-dependent 
manner. Interestingly, their targets are mostly found in the microtu-
bule/spindle pathway.23

Michael Reuter (Ramesh Pillai lab, European Molecular 
Biology Laboratory; Genoble, France) presented localization and 
interaction studies of the murine piRNA methyltransferase mHen1. 
Immunostaining revealed that mHEN1 is present in single cyto-
plasmic foci in round spermatids. These structures, named Hen 
bodies, differ from chromatoid bodies, which harbor Piwi proteins. 
Although co-immunostaining with MILI was undetectable, an inter-
action of endogenous proteins in testis extracts, and of HA-tagged 
mHEN1 with His-tagged MILI in HeLa cells, could be shown by 
co-immunoprecipitation. RNaseA treatment of the mHEN1-MILI 
complex showed that this interaction is RNA-independent. These 
findings uncover a new cytoplasmic “spot” that might participate in 
the final step of piRNA biogenesis.

Two new classes of mammalian small RNAs were presented 
during the meeting. Christine Ender (Gunter Meister lab, Max 
Planck Institute of Biochemistry; Martinsried, Germany) talked 
about 21–22 nt small RNAs derived from H/ACA-box small nucle-
olar RNAs (snoRNAs). These smRNAs derive from a specific region 
in the 3'arm of the snoRNA. Their biogenesis is Drosha and most 
likely Dicer-independent. Computational analysis indicates regula-
tory functions for these small RNAs in degrading or repressing target 
genes by binding to 3'UTRs.

Kata Fejes-Toth (Greg Hannon lab, Cold Spring Harbor, USA) 
presented a study of another class of small RNAs of unknown size 
that were identified by high-throughput screening. These promoter-
associated small RNAs (PASRs) have an unknown length but cover 
a region of about -500 to +500 bp relative to transcriptional start 
sites. They apparently differ from small RNAs implicated in RNA 
silencing because conventional miRNA cloning procedures failed to 
identify them. The PASR population differs in HeLa and HepG2 
cells and possibly only a small fraction has been cloned so far. PASRs 
are typically found within 0.5 kb of transcription start sites and 
about 40% of them map to 5' expressed sequence tags. Their func-
tion is unknown so far but they possibly regulate transcription as 
exogenous PASRs can reduce expression of genes with homologous 
promoter sequences.

Unique small RNAs, unrelated to small RNAs of RNA silencing 
pathways, also regulate gene expression in bacteria. The vast diver-
sity of small bacterial RNAs was demonstrated Jörg Vogel (MPI for 
Infection Biology, Berlin, Germany), who reported the identifica-
tion and the characterization of more than 25 Salmonella enterica 
small RNAs (sRNA) and their targets. These RNAs are usually 50 
to 150 nt long and often act as antisense RNAs. He discussed in 
detail the role of GcVB RNA in the regulation of ABC transporters.  
The 200 nt long GcVB sRNA, which is expressed in fast growing 
cells, binds via a particular seed sequence to C/A-rich sites of  
mRNAs of ABC transporters; these sites serve as both translational 
enhancer regions and as GcvB RNA binding sites.24 Toeprinting 
assays showed that GcVB likely mediates translational repression by 
inhibiting translation initiation. Another small RNA in Salmonella is 
the SigmaE-controlled RybB RNA, which is a multiple target regu-
lator that uses a seed-like pairing similar to eukaryotic miRNAs.25 
It binds to 5' UTRs where it affects translation by inhibition of  

site, which could cause pausing of polymerase II and, in turn,  
alternative exon inclusion. Likewise, the siRNA effect on alternative 
splicing is abolished by a specific inhibitor of H3K9 methyltrans-
ferase. However, the exact mechanism of siRNA-induced alternative  
splicing is not known at present.

One of the unknowns in nuclear RNA silencing in mammals 
is the “nuclear life” of RNA silencing components. An interesting 
contribution to this topic was presented by Thomas Ohrt  
(Ph.D. student award, Petra Schwille lab, Dresden University of 
Technology; Dresden, Germany), who investigated the nuclear role 
of AGO2 using fluorescence correlation spectroscopy (FCS) and 
fluorescence cross-correlation spectroscopy (FCCS). These methods 
allow detailed analysis of nuclear and cytoplasmic RISC complexes 
with single molecule sensitivity in vivo. Ohrt demonstrated that two 
different RISC complexes exist; one is present in the cytoplasm and 
the other in the nucleus. The nuclear RISC is much smaller and 
likely composed of just AGO2 and siRNA. In the nucleus, RISC  
can bind and cleave its targets. In the absence of cleavage, RISC 
accumulates in the nucleus in a target-dependent manner. FCS and 
FCCS methods hold great promises for the future and hopefully will 
bring new insights into nuclear aspects of RNA silencing.

piRNAs and Other Small RNAs

The world of small RNAs includes other classes that belong to 
the complex of related pathways termed RNA silencing. The second 
most discussed class of small RNAs were piRNAs, short single-
stranded RNAs arising from a Dicer-independent pathway, which 
are found in germ cells and associate with the PIWI subfamily of 
Argonaute proteins.

Saskia Houwing (Ph.D. student award, Rene Ketting lab, 
Hubrecht Institute; Utrecht, The Netherlands) studied the role 
of Ziwi20 and Zili (Piwi homologues) in the zebrafish germline.  
piRNAs isolated from zebrafish testes and ovaries resemble piRNAs  
from other organisms and this is suggestive of the presence of a  
ping-pong model for piRNA amplification in vertebrates. Many 
zebrafish piRNAs are derived from repetitive sequences. Mutations 
in the Zili protein resulted either in loss of germ cells or in defects in 
meiosis and chromosome segregation in eggs. Requirement of piRNA 
pathway in the female germline is in interesting contrast to the situ-
ation in mammals, where piRNAs are non-essential in the female 
germline but required for proper sperm development. Furthermore, 
defects in chromosome segregation in eggs were also observed in 
Dicer knockout mouse eggs11,21 raising a question about overlapping 
functions of vertebrate miRNA, RNAi and piRNA pathways.

Alexei Aravin (Greg Hannon lab, Cold Spring Harbor, NY USA) 
presented the role of mouse Piwi homologues Mili,22 and Miwi2 in 
the male germline and showed that repeat-associated piRNAs are 
present throughout spermatogenesis. Data reminiscent of the ping-
pong model proposed for piRNA biogenesis in Drosophila showed 
that piRNAs are derived from two repeat elements: LINE L1 and 
SINE B1. A strand bias of those piRNAs was observed. One of the 
processing enzymes Miwi2 associates primarily with piRNAs deriving 
from the antisense strand whereas the other enzyme Mili associates 
with piRNAs sense strand. Interestingly, strand bias switching is 
observed at different developmental stages. Aravin also reported an 
additional class of endogenous siRNAs from mouse ovaries, which 
are 20–23 nt long and derive from double-stranded RNAs formed by 
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The 2008 Microsymposium meeting highlighted the importance 
of small RNAs in gene regulation, their use in research and potential 
application in diagnostics and therapeutics. There are a number of 
new developments in RNA silencing. Among the notable advances in 
the field is the progress in understanding of RNA silencing mecha-
nisms and their regulations. The growing number of knock-out 
mammalian models is also positive and include conditional knock-
outs of many RNA silencing components and specific knock-outs 
of miRNA clusters. Another remarkable trend is the combination 
of bioinformatic analysis with traditional approaches of molecular 
biology, which leads to better understanding of miRNA function in 
complex systems. Finally, the progress in oligonucleotide chemistry 
generates an unprecedented number of tools for sequence-specific 
gene silencing and for studies of RNA silencing.
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30S complex binding, destabilization of 5' protective hairpin or  
by inhibiting ribosome elongation.

Technology

Gregor Obernosterer (Javier Martinez lab, Institute of 
Molecular Biotechnology; Vienna, Austria) discussed criteria of 
siRNA design to improve RNAi efficiency. Inspired by previous 
biochemical studies of Stefan Ameres on RISC-target interac-
tions, Obernosterer and colleagues tested whether target site 
accessibility, as modeled in silico, affects siRNA efficiency.  
They found that the asymmetry of the siRNA complex and the 
accessibility of the target site for siRNA interaction are the most 
important criteria for efficient siRNAs whereas free self-folding and 
G/C content are less significant criteria. These findings were used  
in the development of a novel siRNA design tool, called RNAxs 
(http://rna.tbi.univie.ac.at/cgi-bin/RNAxs).26 RNAxs ushers in a 
new generation of siRNA design tools, which also evaluate siRNA 
interaction with its target site. Accessibility also seems to affect 
miRNA targeting efficiency and might be a useful feature to incor-
porate into miRNA target prediction analysis.

A number of technologies and instrumental platforms for RNAi 
and miRNA studies were discribed by company representatives. 
George Tzertzinis (New England Biolabs; Ipswich, MA USA) 
discussed the use of complex siRNA mixtures. Dmitry Samarsky 
(RXi Pharmaceuticals; Worcester, MA USA) presented development 
of a novel RNAi therapeutic platform. Delivery and use of RNAi 
was a common theme in the presentations of Jon Karpilow (Thermo 
Fisher Dharmacon; Lafayette, CO USA), Ludger Altrogge (Amaxa; 
Gaithersburg, MD USA), Francisco Bizouarn (BioRad; Hercules, 
CA USA) and Jens Harborth (CequentPharma; Cambridge, MA 
USA). Kai Wilkens (Panomics Central Europe) advertised bDNA 
technology, a system for profiling gene expression. Analysis of 
miRNAs and other small RNAs using microarray platforms was 
presented by Sonja Vorwerk (Febit; Heidelberg, Germany), Hazel 
Pinheiro (Exiqon; Vedbaek, Denmark) and Christoph Eicken (LC 
Sciences; Houston, TX). Quantification and functional analysis of 
miRNAs was discussed by Constanze Kindler (Qiagen; Cologne, 
Germany). Particular attention was brought to locked nucleic acid 
(LNA) technology in a workshop organized by Exiqon. Due to 
their thermodynamic properties, LNA oligonucleotides seem to be 
excellent reagents for hybridization based assays. Timothy Gant 
(University of Leicester; Leicester, UK) and Daniele Catalucci 
(ITB-CNR; Milan, Italy) presented the use of LNA oligonucleotides 
in analysis of miRNAs. Technical details about using LNA probes 
for in situ hybridization were discussed by Gregor Obernosterer 
(Javier Martinez lab, Institute of Molecular Biotechnology; Vienna, 
Austria).27

Summary and Outlook

Meetings like this are rare—no registration fee, easy-to-approach 
attendees presenting the latest research, an attractive location, smooth 
organization and great hospitality. The Microsymposium in Vienna 
is a stimulating and inspiring event for Ph.D. students, postdoctoral 
researchers and group leaders. In fact, the meeting encourages and 
provides the opportunity for young scientist to present their work as 
we could see in the outstanding Ph.D. student presentations and a 
high-quality workshop on miRNA analysis organized by Exiqon.
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Riboswitches: A Common RNA Regulatory Element

Figure 1: Riboswitch domains
A riboswitch can adopt different secondary
structures to effect gene regulation
depending on whether ligand is bound. This
schematic is an example of a riboswitch that
controls transcription. When metabolite is
not bound (-M), the expression platform
incorporates the switching sequence into an
antiterminator stem-loop (AT) and
transcription proceeds through the coding
region of the mRNA. When metabolite binds

RNA is able to control its own transcription, given the right trigger. See how
the RNA-based riboswitch twists into a tangle in the presence of the right
ligand.

Every living organism must be able to sense environmental stimuli and convert these input
signals into appropriate cellular responses. Most of these responses are mediated by
transcription factors that bind DNA and coordinate the activity of RNA polymerase or of
proteins that elicit allosteric effects on their regulatory targets. In the early 1970s,
researchers began to recognize that regions of mRNA transcripts have a regulatory role in
the expression of downstream gene products (Jackson & Yanofsky 1973). By the early
1990s, several new regulatory mechanisms had been discovered that center on the action
of RNA. (Arnaud et al. 1996; Aymerich & Steinmetz 1992; Houman et al. 1990; Lu et al.
1996; Oda et al. 2000; Wray & Fisher 1994). One classic example of regulation by RNA
(often referred to as riboregulation) was discovered by Charles Yanofsky, who described the
regulation of tryptophan biosynthesis at the mRNA level through the coupling of translation
and transcription (Babtizke & Yanofsky 1993; Otridge & Gollnick 1993; Shimotsu et al.
1986; Yanofsky et al. 1996). Since then, many diverse RNA-based regulatory mechanisms
have been discovered, including one that regulates interference and epigenetic regulation
by long, noncoding RNA in eukaryotes (Costa 2007; Mattick 2001).

Riboregulation in Bacteria
Genetic regulation by RNA is widespread in
bacteria. One common form of
riboregulation in bacteria is the use of
ribonucleic acid sequences encoded within
mRNA that directly affect the expression of
genes encoded in the full transcript (called
cis-acting elements because they act on
the same molecule they're coded in). These
regulatory elements are known as
riboswitches and are defined as mRNA
elements that bind metabolites or metal
ions as ligands and regulate mRNA
expression by forming alternative
structures in response to this ligand
binding (Figure 1; Nudler & Mironov 2004;
Tucker & Breaker 2005; Winkler 2005). To
date, scientists have discovered that a
variety of ligands are sensed by
riboswitches; the group includes
magnesium ions, nucleic acid precursors,
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region of the mRNA. When metabolite binds
(+M), the switching sequence is
incorporated into the aptamer domain, and
the expression platform folds into a
terminator stem-loop (T), causing
transcription to abort. aptamer domain
(red), switching sequence (purple), and
expression platform (blue).
© 2010 Nature Education All rights reserved. 

enzyme cofactors, and amino acid residues
(Table 1; Hammann & Westhof 2007).
Where are riboswitches located?
Riboswitches are most often located in the
5' untranslated region (5' UTR; a stretch of
RNA that precedes the translation start
site) of bacterial mRNA. There they
regulate the occlusion of signals for
transcription attenuation or translation
initiation (Figure 2). However, not all
riboswitches are at the 5' UTR; scientists have discovered that, in some eukaryotic mRNA,
the thiamine pyrophosphate (TPP) riboswitch regulates splicing at the 3' end (Wachter et al.
2007).

Table 1: Representative riboswitch classes 
A broad overview of known riboswitches, including the classes that are the best understood to
date.

Ligand
type Ligand name Riboswitch

family/class Discovery (year) Structure (year)

Enzyme
cofactor

S-
adenosylmethionine SAM/SAM-I 2003 (Winkler et al.

2003)
2006 (Montange
& Batey 2006)

S-
adenosylmethionine SAM/SAM-II 2005 (Corbino et al.

2005)
2008 (Gilbert et
al. 2008)

S-
adenosylmethionine SAM/SAM-III 2006 (Fuchs et al. 2006) 2008 (Lu et al.

2008)

Thiamine
pyrophosphate TPP 2001 (Miranda-Rios et al.

2001)

2006 (Serganov
et al. 2006;
Thore et al.
2006)

Nucleotide
precursor

Guanine Purine/G 2003 (Mandal et al.
2003)

2004 (Batey et
al. 2004;
Serganov et al.
2004)

Adenine Purine/A 2003 (Mandal & Breaker
2004)

2004 (Serganov
et al. 2004)

2'-Deoxyguanosine Purine/dG 2007 (Kim et al. 2007) 2009 (Edwards
& Batey 2009)

Amino
acid Lysine Lysine

2003 (Rodionov et al.
2003; Sudarsan et al.
2003)

2008 (Garst et
al. 2008;
Serganov et al.
2008)

Metal ion Magnesium Mg2+/ykoK
Identified 2004 (Barrick
et al. 2004); validated
2007 (Dann et al. 2007)

2007 (Dann et
al. 2007)
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Figure 2: mRNA anatomy
A typical bacterial mRNA transcript
controlled by a riboregulatory element such
as a riboswitch is composed of three
sections: the 5' untranslated region (5' UTR),
the protein-coding region beginning with
the start codon (AUG) and ending with a
stop codon (UAA), and the 3' untranslated
region (3' UTR).
© 2010 Nature Education All rights reserved. 

What Is the Structure of a Riboswitch?
The function of riboswitches is tied to the
ability of RNA to form a diversity of
structures. The most basic of these is the
double-stranded helix, similar to that
found in DNA. However, since most RNAs,
unlike DNA, do not need to maintain
perfect Watson-Crick base pairing, they
can form other types of structures. For
example, a single strand of RNA can fold
back on itself to form a hairpin, which is
composed of a helix capped by a loop.
These elements of structure are called
secondary structure. In larger RNAs, the
helices and hairpins pack together into a
specific pattern, referred to as the tertiary
structure.

Riboswitches are composed of two
domains: the aptamer domain and the
expression platform (Figure 1; Tucker & Breaker 2005). The aptamer domain acts as a
receptor that specifically binds a ligand (Figure 1, red). The expression platform acts
directly on gene expression through its ability to toggle between two different secondary
structures in response to ligand binding (Figure 1, blue). Common to both domains is
something called the switching sequence, and its placement in the aptamer domain or the
expression platform ultimately dictates the expression outcome of the mRNA (Figure 1,
purple). Specifically, if metabolite binding to the riboswitch stabilizes incorporation of the
switching sequence into the aptamer domain, the expression platform must fold into a
specific structure. Riboswitches that control transcriptional repression have a switching
sequence that directs formation of a Rho-independent transcriptional terminator, a short
stem-loop structure (followed by six or more uridine residues) that signals RNA polymerase
to abort transcription (Nudler & Gottesman 2002; Hammann & Westhof 2007). Other
riboswitches that regulate translational initiation utilize a switching sequence that can
expose or occlude a ribosome-binding site (called the Shine-Dalgarno sequence; Hammann
& Westhof 2007).

How Are Riboswitches Categorized?
Riboswitches are organized into families and classes according to two features: the type of
ligand they bind, and their secondary structure (the arrangement of Watson-Crick paired
helices; Hammann & Westhof 2007; Montange & Batey 2008). A family of riboswitches is
typically a group of RNAs related by the ligands they recognize. For example, the SAM
riboswitch family recognizes the compound S-adenosylmethionine (SAM). Within a family,
there may be distinct classes of riboswitches, each class distinguished by a common
sequence pattern that usually defines the ligand-binding pocket, as well as features
required for folding the RNA into a three-dimensional shape. The SAM riboswitch family
contains at least five known classes (Wang & Breaker 2008). These classes are distinguished
from one another by their architectural features. For example, the SAM-I class forms a
four-way helical junction, SAM-II forms a classic (H-type) pseudoknot, and SAM-III is
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defined by a three-way junction (Figure 3; Montange & Batey 2006; Gilbert et al. 2008; Lu
et al. 2008).

Figure 3: The SAM riboswitch family
The SAM-I, SAM-II, and SAM-III riboswitch classes are members of the SAM riboswitch family. The aptamer domain
from each class has unique secondary (top row) and tertiary (bottom row) structural features. The ligand-binding
pocket of each aptamer domain is shown in pink; the ligand (SAM) is shown in blue.

© 2010 Nature Education All rights reserved. 

Purine Riboswitch Family: Global Structure
An exception to the classification scheme described above is the purine riboswitch family, a
group of RNAs that actually share a common secondary structure but can recognize
multiple distinct ligands (Kim & Breaker 2008).

The purine riboswitch family includes the adenine, guanine, and 2'-deoxyguanosine
classes. Because its members recognize multiple ligands, this riboswitch family serves as a
model for understanding the mechanisms of ligand recognition (Kim & Breaker 2008). The
global architecture of the RNA in a purine riboswitch is defined by the organization of the
three conserved helices that make up the secondary structure (Figure 4A). Two of the RNA
helices form a coaxial stack, meaning that one helix sits on top of the other, and they are
collinear. This pairing is the basis for their names, P1 and P3; P is an abbreviation for
"paired" (Figure 4B). The third helix (P2) is adjacent to P3, and the terminal loops of P2 and
P3 together form a tertiary structure called a loop-loop. (Because they form loops, P2 is
also called L2, and P3 is also called L3 — since L is an abbreviation for "loop"). A complex
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set of interacting helices and loop formations defines the overall three-dimensional fold of
the purine riboswitch aptamer domain where ligands bind (Batey et al. 2004; Serganov et al.
2004).

Figure 4: The purine riboswitch
The purine riboswitch family encompasses the guanine, adenine, and 2'-deoxyguanosine riboswitch classes. In all
figures here, the binding pocket is highlighted in pink and the ligand, guanine, is shown in blue. A. The secondary
structure of the purine riboswitch is shown with the paired regions (P1, P2, and P3), joining regions (J1/2, J2/3, and
J3/1), and looped regions (L2 and L3) labeled. B. The left image is a schematic diagram of the secondary structure that
emphasizes the tertiary interaction between L2 and L3, as well as the coaxial stack between P1 and P3. The right image
shows the crystal structure of the ligand-bound guanine riboswitch. C. RNA commonly uses non-Watson-Crick
interactions to stabilize tertiary architecture. The base triple among U75, A21, and C50 is shown. U75 and A21 form a
canonical Watson-Crick pair, while the Watson-Crick face of C50 interacts with the sugar face of U75, forming a non-
Watson-Crick interaction. D. Guanine specificity by the guanine riboswitch is derived from a Watson-Crick interaction
between the ligand and the pyrimidine at position 74. Conserved uridine residues at positions 22 and 51 recognize all
other functional groups on the ligand.

© 2010 Nature Education All rights reserved. 

Purine Riboswitch Family: Ligand Binding in the Aptamer Domain
The three-way helical junction where P1, P2, and P3 meet is the ligand-binding pocket of a
purine riboswitch. This region of the RNA is defined by a series of noncanonical base
interactions (i.e., interactions that are not exclusively involved in Watson-Crick pairing). For
example, in the P1 helix proximal to the ligand-binding site, a base triple interaction is
observed in most purine riboswitches (Figure 4C). This triple, as well as most other unusual
base triples, is typically composed of a Watson-Crick pair (A21-U75) interacting with a third
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Figure 5: A model of kinetically
controlled riboswitches

base (C50). At the center of the junction, a pyrimidine (Y) at position 74 forms a Watson-
Crick pairing interaction with the ligand, which is further surrounded by other conserved
residues (Figure 4D). The identity of this pyrimidine residue (cytosine or uridine) is the basis
for specificity between the guanine and adenine classes (Noeske et al. 2005; Gilbert et al.
2006).

One of the most notable features of the ligand-bound aptamer domain is the way it nearly
completely encapsulates the ligand, with the surrounding aqueous environment making the
ligand almost entirely inaccessible (Batey et al. 2004; Serganov et al. 2004). Scientists have
observed this encapsulation in other riboswitches, suggesting that this sequestering of the
ligand is an important feature for the riboswitch mechanism of gene regulation (Edwards et
al. 2007). The observation of this commonality also implies that ligand binding is often
accompanied by a local conformational change in the aptamer domain, such that one
element closes down on the binding pocket like a lid. What mechanism controls this lid
closing? Scientists have used a combination of chemical probing experiments, fluorescence-
based measurements, and kinetic analyses to look for an answer. Here is what some have
proposed: one strand of the three-way junction, J3/1 (J for "joining") acts as a preformed
docking station for the incoming purine ligand by making Y74 available for Watson-Crick
pairing. Once the ligand is paired with Y74, nucleotides comprising J2/3 then fold over the
bound ligand and encapsulate it (Gilbert et al. 2006; Noeske et al. 2007; Stoddard et al.
2008).

Purine Riboswitch Family: Ligand Binding and Regulatory Mechanism
The coupling of ligand binding to a conformational change is central to the regulatory
mechanism of the riboswitch. As J2/3 encapsulates the ligand, it also forms additional
tertiary interactions with the 3' strand of the P1 helix (including the base triple shown in
Figure 4D). This region of the P1 helix is the switching sequence (Figure 1, purple). These
additional ligand-induced interactions with the P1 helix stabilize its incorporation into the
aptamer domain. Why is this important? It prevents the helix from being utilized to form
alternative structures in the expression platform. In this way, the expression platform is
fated to form one of two structures that interface with the expression machinery: either
RNA polymerase or the ribosome. Thus, the ligand-binding event and the downstream
regulatory switch are coupled through a limited ligand-induced conformational change that
involves the switching sequence. This concept, originally proposed after scientists figured
out the structure of the first riboswitch, has proven to be a nearly universal feature of
riboswitches (Batey et al. 2004).

Kinetic Control of Riboswitches: A Race with Transcription
The name "riboswitch" seems to imply that
when the RNA element is synthesized, it
can reversibly switch back and forth
between an on state and an off state,
depending on the concentration of the
ligand. When the ability to repress (or
activate) gene expression is dictated by its
inherent affinity for the ligand, a riboswitch
is said to be thermodynamically controlled.
In contrast, functional studies of a number
of riboswitches have revealed that they

javascript:dispOrigImg(%22/scitable/content/ne0000/ne0000/ne0000/ne0000/14368390/f5_batey_fig5.jpg%22,%20%22A%20model%20of%20kinetically%20controlled%20riboswitches%22,%20%22true%22,%20%22Figure%205%22,%20%22This%20cartoon%20shows%20a%20kinetically%20controlled%20riboswitch%20that%20regulates%20mRNA%20transcription.%20RNA%20polymerase%20(orange%20circle)%20transcribes%20the%20aptamer%20domain%20of%20a%20riboswitch%20(black)%20prior%20to%20transcription%20of%20the%20expression%20platform.%20A%20pause%20site%20(purple%20star)%20causes%20RNA%20polymerase%20to%20stall%20on%20the%20DNA%20template%20(green).%20The%20observed%20rate%20of%20ligand%20binding%20to%20the%20aptamer%20domain%20(kobs)%20is%20approximately%20equal%20to%20the%20rate%20constant%20associated%20with%20ligand%20binding%20(kon)%20multiplied%20by%20the%20ligand%20concentration%20(%5BM%5D).%20The%20rate%20of%20RNA%20folding%20(kF)%20in%20response%20to%20ligand%20binding%20must%20occur%20before%20RNA%20polymerase%20can%20fully%20transcribe%20the%20expression%20platform%20(kTx).%20The%20antiterminator%20and%20terminator%20stem-loops%20are%20labeled%20AT%20and%20T,%20respectively.%22,%20%22true%22,%20%22All%20rights%20reserved.%22,%20'600',%20'338',%20'http://www.nature.com/scitable');
javascript:dispOrigImg(%22/scitable/content/ne0000/ne0000/ne0000/ne0000/14368390/f5_batey_fig5.jpg%22,%20%22A%20model%20of%20kinetically%20controlled%20riboswitches%22,%20%22true%22,%20%22Figure%205%22,%20%22This%20cartoon%20shows%20a%20kinetically%20controlled%20riboswitch%20that%20regulates%20mRNA%20transcription.%20RNA%20polymerase%20(orange%20circle)%20transcribes%20the%20aptamer%20domain%20of%20a%20riboswitch%20(black)%20prior%20to%20transcription%20of%20the%20expression%20platform.%20A%20pause%20site%20(purple%20star)%20causes%20RNA%20polymerase%20to%20stall%20on%20the%20DNA%20template%20(green).%20The%20observed%20rate%20of%20ligand%20binding%20to%20the%20aptamer%20domain%20(kobs)%20is%20approximately%20equal%20to%20the%20rate%20constant%20associated%20with%20ligand%20binding%20(kon)%20multiplied%20by%20the%20ligand%20concentration%20(%5BM%5D).%20The%20rate%20of%20RNA%20folding%20(kF)%20in%20response%20to%20ligand%20binding%20must%20occur%20before%20RNA%20polymerase%20can%20fully%20transcribe%20the%20expression%20platform%20(kTx).%20The%20antiterminator%20and%20terminator%20stem-loops%20are%20labeled%20AT%20and%20T,%20respectively.%22,%20%22true%22,%20%22All%20rights%20reserved.%22,%20'600',%20'338',%20'http://www.nature.com/scitable');


11/6/12 7:19 PMUntitled

Page 7 of 10

controlled riboswitches
This cartoon shows a kinetically controlled
riboswitch that regulates mRNA
transcription. RNA polymerase (orange
circle) transcribes the aptamer domain of a
riboswitch (black) prior to transcription of
the expression platform. A pause site
(purple star) causes RNA polymerase to stall
on the DNA template (green). The observed
rate of ligand binding to the aptamer
domain (kobs) is approximately equal to the
rate constant associated with ligand binding
(kon) multiplied by the ligand concentration
([M]). The rate of RNA folding (kF) in
response to ligand binding must occur
before RNA polymerase can fully transcribe
the expression platform (kTx). The
antiterminator and terminator stem-loops
are labeled AT and T, respectively.
© 2010 Nature Education All rights reserved. 

require a much higher ligand concentration
to be activated, and alter the level of gene
expression (Wickiser, Winkler, et al. 2005;
Winkler 2005). Evidently, because
riboswitches do not reach equilibrium with
the ligand, the analogy is more like that of
a fuse than a switch, so "ribofuse" may be
a better name.

Given these observations about ligand
concentration, ligand-riboswitch binding,
and riboswitch activation, scientists have
proposed a more plausible model, stating
that riboswitches are under kinetic control
(Wickiser, Cheah, et al. 2005; Wickiser,
Winkler, et al. 2005; Gilbert et al. 2006).
Recall that a kinetically controlled event is
one that depends largely or entirely on the
rate-limiting step of a chemical process.
For riboswitches, we must understand the
relationship between the rates of
transcription, RNA folding, and ligand
binding. During transcription, the aptamer domain is always the first part of the RNA to be
synthesized and fold into a shape capable of binding ligand. After completion of the
aptamer domain, often a programmed pause site in the mRNA causes the polymerase to
temporarily stall (Figure 5, star). This short pause (actually measured to be 2–10 seconds)
gives the aptamer domain time to "interrogate" the cellular environment for the presence of
ligand (Wickiser, Winkler, et al. 2005). If a sufficient concentration of ligand is present, then
the ligand will occupy the binding pocket prior to resumption of transcription, and cause
the mRNA to form a Rho-independent transcriptional terminator. Often a second pause site
midway through the expression platform gives the RNA time, if ligand has not bound, to
reconfigure the RNA secondary structure. In this case, the switching sequence will be used
to form the antiterminator (Figure 5, AT), a stem-loop structure that disallows formation of
the terminator, resulting in full transcription of the mRNA and allowing for its expression
into protein.

The kinetic control component of this process is the balance of rates of several processes:
(1) speed of riboswitch transcription, including time spent residing at any potential pause
sites; (2) ligand binding; and (3) a possible secondary structural rearrangement. Because
several studies have shown that the rate of ligand binding to the aptamer domain is slow,
the cellular concentration of ligand must be far greater than the dissociation constant (KD)
in order for binding to be sufficiently rapid to beat the kinetics of transcription (Wickiser,
Cheah, et al. 2005; Wickiser, Winkler, et al. 2005; Gilbert et al. 2006).

How Riboswitches Can Affect Humans
Since these fascinating riboswitches are mechanisms specific to bacteria, it may be difficult
determine how relevant they are to humans and human health. However, their role in
regulating transcription in bacteria makes them enticing targets for the development of
novel antibiotics aimed at stopping bacterial pathogens from flourishing inside the people
they infect. Because riboswitches control genes essential for bacterial survival, or genes that
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control the ability of bacteria to succeed at infection, a drug designed to affect a riboswitch
could be a powerful tool for shutting down pathogenic bacteria (Blount & Breaker 2006). In
fact, many antimicrobial compounds affect RNA directly, and many commonly used
antibiotics inhibit translation by targeting bacterial ribosomes through binding interactions
with ribosomal RNA (Vicens & Westhof 2003; Sutcliffe 2005). In addition, some compounds
bind to the lysine, TPP, and FMN riboswitch classes and slow bacterial cell growth (Sudarsan
et al. 2005; Blount et al. 2007; Lee et al. 2009).

Optimism for Novel Riboswitch-Based Therapeutics
There are two main reasons to expect that drugs designed to inhibit riboswitches would
have minimal side effects in humans. One is that riboswitches have not been identified in
mammals, so they are not likely to act on mammalian mRNA. Another is that some
riboswitches are known to bind their cognate ligand in fundamentally different ways than
do mammalian proteins that recognize the same ligand (Montange & Batey 2006). This
means there is reason to suspect they won't interfere with ligand binding in native
mammalian systems. Scientists have made some advances toward this kind of riboswitch-
based drug design by figuring out the details of riboswitch-ligand complex structure.
These structural data provide the basis for designing drugs that interfere with the
riboswitch complexes and affect their shape, the fundamental basis for riboswitch control
of RNA transcription.
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RNA splicing 
Andy Newman

In the 20 years since the discovery
that many eukaryotic genes are
interrupted by non-coding
intervening sequences, or introns,
biologists have learnt a tremendous
amount about the nuclear
machinery that removes these
introns from precursor gene
transcripts before they are translated
into proteins. This nuclear
machinery must recognize the
introns in the mRNA transcripts and
then excise them by means of
mRNA splicing. Short conserved
sequences at the ends of introns —
splice sites — are crucial for intron
recognition and for the accuracy of
the splicing reactions. In the 1980s
the development of biochemical
systems for splicing mRNA
precursors allowed the splicing
machinery to be dissected 
and analysed.

Splicing occurs in spliceosomes,
large particles which are built up
stepwise on the mRNA precursor
from smaller RNA–protein
sub-assemblies called snRNPs
(small nuclear ribonucleoprotein
particles). Each of the snRNPs that
makes up the spliceosome contains
a small nuclear RNA (snRNA) and a
common set of snRNP proteins,
plus up to ten additional
snRNP-specific proteins. A
spliceosome is therefore composed
of dozens of proteins in addition to
the five spliceosomal snRNAs (the
U1, U2, U4, U5 and U6 snRNAs), so
that spliceosomes rival ribosomes in
size and complexity.

Energy from the hydrolysis of
ATP is required at several points
during the formation and operation
of the spliceosome. But although
the spliceosome uses ATP as fuel,
the actual chemical mechanism of
mRNA splicing consists of two

successive trans-esterification
reactions, which do not themselves
involve ATP hydrolysis (see
Figure 1). Interestingly, a similar
reaction scheme is used by a
widespread class of highly
structured so-called ‘autocatalytic
introns’ — group II introns — which
can self-splice without ATP
hydrolysis or any trans-acting
factors. This begs the questions:
what are all those spliceosomal RNA
and protein components doing; and
why do spliceosomes require energy
input from ATP? There is still much
detail to unravel but the answers 
to these questions are beginning 
to emerge. 

Molecular motors
The network of interactions
between the snRNAs and the
substrate is radically remodelled as
the spliceosome is assembled and
activated (see blue box). How are
these rearrangements driven and
orchestrated? Over the past few
years biochemical purification of
snRNPs and spliceosomes, and
sequencing of the protein
components, has led to the isolation
of the genes or cDNAs that encode
many of the splicing factors. Other
spliceosome components have been
identified by genetic approaches in
yeast, and in many cases there are
clear homologues in the yeast and
mammalian systems. For some of
these splicing factors the presence
of specific sequence motifs provides
clues to potential functions.

Several splicing factors have
attracted particular attention
because they include motifs present
in ATP-powered RNA helicases,
which are known to modify RNA
structure in other multi-component
systems such as the translation
machinery. Recently, three of these
helicase-like factors (Prp16 and
Prp22 in yeast, and the 200 kDa U5
snRNP protein in mammals) have
been shown to have ATP-dependent
RNA unwinding activity. So far
these factors have not been
definitively linked to any particular

spliceosomal rearrangement;
substrate specificity may be
determined by their local
environment in the spliceosome. In
any case the activity of these
ATP-dependent helicases explains,
at least in part, the requirement for
ATP hydrolysis in spliceosomes.

Intriguingly, a recently identified
spliceosomal protein that is a
component of the U5 snRNP turns
out to be highly homologous to
EF-2, a component of the
translation machinery, and like its
ribosomal counterpart the
spliceosomal protein is a GTPase.
EF-2 is thought to couple GTP
hydrolysis to the movement of
peptidyl-tRNA during translation.
The U5 snRNP GTPase might
function in a similar way, perhaps to
force some rearrangement or
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Figure 1

Splicing of mRNA precursors involves two
successive trans-esterification reactions. In
the first reaction (1) the 2′OH of a specific
adenosine (red) at the branch site near the 3′
end of the intron attacks the 5′ splice site
(blue). This reaction releases the 5′ exon
(green; with a 3′ OH terminus) and leaves
the 5′ end of the intron (blue) joined by a 2′—
5′ phosphodiester bond to the the branch
site adenosine (red); this intron—3′ exon
intermediate is therefore in the form of a
lariat. In the second reaction (2) the 3′ OH of
the 5′ exon intermediate (green) attacks the
3′ splice site, producing the spliced mRNA
and lariat-shaped intron products.
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translocation of substrate sequences
in the spliceosome.

Splice site recognition
It is axiomatic that mRNA splicing
needs to be accurate and reliable;
errors would produce mutated or
truncated proteins, which could have
catastrophic biological effects. In
yeast the splice sites and branch site
are highly conserved, and
recognition of these signals might be
sufficient to determine
unambiguously the intron–exon
boundaries. In most introns in higher
eukaryotes, however, the equivalent
sequences are typically quite
degenerate; only the GU and AG
dinucleotides at the intron termini
are invariant. These sequences alone
are clearly not sufficient to
determine the intron boundaries but
sequence analysis has identifed other
sources of information in mRNA
precursor sequences, such as
different base composition, which
might allow introns and exons to be
distinguished. Also, there is
compelling evidence for direct
interactions between spliceosome
components and proteins involved in
5′ cap formation and 3′
polyadenylation, so the signals which
determine these other RNA
processing steps might also influence
splicing patterns. 

A class of proteins called SR
proteins, which contain RS domains
(regions rich in arginine–serine
dipeptides) together with
RNA-binding domains, have critical
roles in intron–exon definition in
higher eukaryotes. They have been
shown to recruit U1 snRNP to 5′
splice sites via specific
protein–protein contacts with the U1
snRNP proteins. Other SR proteins
form a network of RNA–protein and
protein–protein interactions, which
stabilises factors bound near the 5′
and 3′ splice sites. This bridging
function plays a crucial part in early
spliceosome formation and helps to
define intron–exon boundaries. SR
proteins also have fundamental roles
in alternative splicing in higher
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During mRNA splicing in the
spliceosome, protein factors and short
conserved RNA sequences in the
spliceosomal snRNAs collaborate to
identify the intron 5′ splice site and the
branch site. The branch site is a specific
adenosine residue near the 3′ end of the
intron that provides the 2′ OH nucleophile
for the first trans-esterification reaction.
The 5′ splice site base-pairs with U1
snRNA early in spliceosome assembly
and the branch site interacts with an
invariant sequence in U2 snRNA. Base-
pairing between U2 and the branch site
bulges the branch site adenosine out of
the helix (see Figure 2a). When U6
snRNA enters the spliceosome, it is
extensively base-paired with U4 snRNA in
the form of a U4–U6⋅U5 tri-snRNP
particle. Before the first catalytic step the
U4–U6 interaction is disrupted and an

invariant motif in U6 supplants U1 snRNA
at the 5′ splice site (see Figure 2c). A
specific base-pairing interaction between
U2 and U6 snRNAs (helix I; see Figure
2c) then juxtaposes the branch site
adenosine and its 5′ splice site target.
The U2–U6 sequences in the vicinity of
helix I are some of the most conserved in
the spliceosome and mutation of several
of these nucleotides can block the first or
second catalytic step of splicing,
suggesting that these sequences perhaps
form part of the spliceosome’s active
core. Meanwhile, U5 snRNP holds onto
the 5′ exon intermediate, which has been
cut free, and the spliceosome is
reconfigured, in a way that is still poorly
understood, to bring the 3′ splice site into
the catalytic core and align the exons for
the second catalytic step.

RNA networking

Figure 2

(a) Before the first trans-esterification, U1 snRNA and U2 snRNA base-pair to the 5′ splice
site and intron branch site (red A), respectively. U4 and U6 snRNAs are base-paired
together in a tri-snRNP particle with U5. (b) The loop sequence in U5 snRNA contacts the
5′ exon in the mRNA precursor. (c) The first trans-esterification. The U4–U6 interaction has
been disrupted and U6 interacts with both U2 snRNA and the 5′ splice site, while U5
maintains contact with the 5′ exon. (d) The second trans-esterification. The network of
interactions is reconfigured to juxtapose the 3′OH of the 5′ exon with the 3′ splice site, and
U5 snRNA contacts both exons. (Adapted, with permission, from Nilsen TW in RNA
Structure and Function, Cold Spring Harbor Press 1998.)
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eukaryotes, typically by interaction
with exonic splicing ‘enhancer’
sequences and by networking with
factors bound to nearby splice sites
to modulate splice site choice.

A new type of spliceosome
One of the most surprising and
significant findings in recent years is
the discovery of a new and distinct
type of spliceosome in higher
eukaryotes. Explosive growth in the
amount of genomic sequence in
databases has uncovered rare introns
with non-consensus splice sites.
These introns have characteristic,
tightly conserved splice sites and
branch site sequences that are quite
distinct from those recognised by the
conventional splicing machinery.
They are processed by a novel
spliceosome assembled from
unusual, low-abundance snRNAs,
which are functionally analogous to
U1, U2, U4 and U6 snRNAs.
Curiously, the novel spliceosomes
contain U5 snRNA in common with
conventional spliceosomes.

Splicing in these novel
spliceosomes proceeds by the usual
two-step trans-esterification
pathway. The rare intron 5′ splice
site and branch site sequences base-
pair with U11 and U12 snRNAs
(instead of the U1 and U2 snRNAs
as they do in the conventional U2
spliceosomes) and novel U4-like
and U6-like snRNAs substitute for
conventional U4 and U6.

Interestingly, although the novel
U4 and U6 snRNAs are not
extensively similar in sequence to
their conventional counterparts, they
form a base-paired complex just like
U4–U6 and almost certainly
dissociate in the assembled U12
spliceosome. Furthermore,
comparison of conventional U6 with
its novel spliceosome counterpart
shows that there are clear patches of
sequence identity which correspond
precisely to those nucleotides shown
to be critical for U6 function in
conventional spliceosomes.

In addition, the novel U6 snRNA
can interact with U12 snRNA to form

a base-paired structure similar to
U2–U6 helix I. So, it looks as if the
pattern of snRNA interactions in the
U12 spliceosome is strikingly similar
to that in the conventional U2
spliceosome, even though many of
the RNA sequences are quite
different. This implies that the two
types of spliceosome function in
similar ways and it strongly supports
the current picture of snRNA
interactions in U2 spliceosomes (see
blue box). At present little is known
about the identities of the protein
components of U12 spliceosomes,
but it will be interesting to compare
these with their conventional U2
spliceosome counterparts.

Catalysis by RNA?
One of the major unanswered
questions about spliceosome
function concerns the nature of the
catalytic core of the machinery. Are
the reactions catalyzed by RNA or by
protein, or perhaps both? There is a
great deal of biochemical and
mutational evidence implicating
snRNA sequences — in particular,
highly conserved regions of U2 and
U6 in conventional spliceosomes —
in the trans-esterification reactions,
but no definitive proof that they
contribute to the active site. In fact,
it is not clear whether the
spliceosome has one active site
(which would, perhaps, be
remodelled between the first and
second reaction) or two sites, one for
each of the chemical steps.

It has recently been shown that
the spliceosome catalyses 5′ splice
site cleavage via a divalent metal
ion-dependent pathway, which
would be consistent with RNA
catalysis but by no means excludes
other possibilities. Unraveling the
contributions of the RNA and
protein components of the
machinery to the catalysis of splicing
is clearly going to occupy molecular
biologists for some time.

Accurate structural analysis of the
spliceosome is still in its infancy but
is going to be essential if splicing is
to be understood in detail. The

complexity and dynamic nature of
the machinery will pose a major
challenge for structural biologists in
the next few years.
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Relationship between nucleosome positioning and
DNA methylation
Ramakrishna K. Chodavarapu1*, Suhua Feng1,2*, Yana V. Bernatavichute1,3, Pao-Yang Chen1, Hume Stroud1,
Yanchun Yu4, Jonathan A. Hetzel1, Frank Kuo1, Jin Kim1, Shawn J. Cokus1, David Casero1, Maria Bernal5,
Peter Huijser6, Amander T. Clark1,7, Ute Krämer5{, Sabeeha S. Merchant3,8, Xiaoyu Zhang4, Steven E. Jacobsen1,2,3

& Matteo Pellegrini1,3

Nucleosomes compact and regulate access to DNA in the nucleus,
and are composed of approximately 147 bases of DNA wrapped
around a histone octamer1,2. Here we report a genome-wide
nucleosome positioning analysis of Arabidopsis thaliana using
massively parallel sequencing of mononucleosomes. By combin-
ing this data with profiles of DNAmethylation at single base reso-
lution, we identified 10-base periodicities in the DNAmethylation
status of nucleosome-bound DNA and found that nucleosomal
DNA was more highly methylated than flanking DNA. These
results indicate that nucleosome positioning influences DNA
methylation patterning throughout the genome and that DNA
methyltransferases preferentially target nucleosome-bound
DNA. We also observed similar trends in human nucleosomal
DNA, indicating that the relationships between nucleosomes
and DNA methyltransferases are conserved. Finally, as has been
observed in animals, nucleosomes were highly enriched on exons,
and preferentially positioned at intron–exon and exon–intron
boundaries. RNApolymerase II (Pol II) was also enriched on exons
relative to introns, consistent with the hypothesis that nucleosome
positioning regulates Pol II processivity. DNA methylation is also
enriched on exons, consistent with the targeting of DNAmethyla-
tion to nucleosomes, and suggesting a role for DNAmethylation in
exon definition.

To investigate the positionof nucleosomes inArabidopsis thaliana, we
sequenced micrococcal nuclease (MNase)-digested nucleosomal DNA
using an Illumina GAII sequencer to achieve a roughly 68-fold coverage
of nucleosomes (see SupplementaryMethods). Thedata are displayed in
amodifiedUCSC genome browser (http://epigenomics.mcdb.ucla.edu/
Nuc-Seq/) along with nucleosome density tracks that allow easy visu-
alization of nucleosome positions throughout the genome (Fig. 1a).

To obtain a chromosomal view of nucleosome content, we plotted
reads in bins of 100 kilobases tiling the chromosomes. As a control for
biases in mapping and sequencing we also sequenced a library of
randomly sheared Arabidopsis genomic DNA. We then normalized
the nucleosome counts by the number of uniquely mapping genomic
DNA counts within each bin along the chromosomes. Nucleosome
content was relatively uniform throughout the euchromatic regions
of chromosomes, but showed significant enrichment in pericentro-
meric heterochromatin regions, (Fig. 1b, Supplementary Fig. 1). To
confirm these results, we performed chromatin immunoprecipita-
tion followed by massively parallel sequencing (ChIP-Seq) using an

antibody against unmodified histoneH3 (Fig. 1b and Supplementary
Fig. 1). These observations indicate that nucleosomes are more den-
sely packed in pericentromeric regions that are transcriptionally
silent, are rich in transposons and contain heavily methylated
DNA, than in the euchromatic arms3.

By examining the relationship between reads that map to opposite
strands of DNA, we observed a peak of reads on the reverse strand
that occurred approximately 145–170 bases downstream of the reads
on the forward strand (Supplementary Fig. 2a). This broad peak in
the general vicinity of the accepted size of a nucleosome indicates that
many nucleosomes are well positioned, leading to the repeated
sequencing of both the forward and reverse complement of the cor-
responding nucleosome regions. Similarly, when we plotted the cor-
relation between positive strand reads with other positive strand
reads we saw a progressively decreasing correlation from the start
of the nucleosome (Fig. 1c and Supplementary Fig. 2b), with smaller
peaks spaced at 174 and 355 base pairs from the starting position of
the reference reads indicating some preference for regular spacing of
nucleosomes genome-wide. Assuming that nucleosomes are
wrapped around 147 base pairs of DNA, the average length of the
linkers of regularly spaced nucleosomes is about 30 base pairs.
Consistent with the higher content of nucleosomes in pericentro-
meric heterochromatin regions, we found that the peaks at 174 and
355 were more pronounced in these regions than in the euchromatic
arms (Fig. 1c), indicating that pericentromeric nucleosomes have a
higher tendency to be in regularly spaced arrays. These results are
consistent with earlier evidence for more regular spacing of nucleo-
somes in Drosophila heterochromatin4.

Similar to findings in animal and fungal high-throughput nucleo-
some sequencing studies5–8, we found 10-base periodicities in WW
(W5A or T) dinucleotides, and SS (S5G or C) dinucleotides that
were 5 bases out of phase with the WW dinucleotides (Fig. 1d and
SupplementaryFigs 3–5).WWdinucleotides are favoured at siteswhere
the minor groove faces the histone core, whereas SS dinucleotides are
favoured at sites where the minor groove faces away from the histone
core9,10. The out of phase peaks in the frequencies of these dinucleotides
leads to optimal bending of DNA, as A/T nucleotides cause a negative
base roll and G/C nucleotides cause a positive base roll9,10.

To study the relationship of DNA methylation with nucleosome
positions, we used our single-nucleotide resolution whole-genome
bisulphite-sequencing data3. Arabidopsis cytosines are methylated by
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one of three different DNA methyltransferases depending on their
sequence context. CG sites are methylated by MET1, and CHG sites
(where H is A, C or T) are methylated by CMT3. Finally, CHH sites
are methylated by DRM2, a de novomethyltransferase that is targeted
by small RNAs11. Notably, all three types of methylation showed a
10-base periodicity on nucleosomal DNA, which was in phase with
the WW dinucleotides and out of phase with the SS dinucleotides
(Figs 1d, 2a–c and Supplementary Fig. 6). These methylation pre-
ferences were not correlated with preferences for CG, CHG or CHH
sequences at these locations (Supplementary Fig. 7). Because DNA
methyltransferases access the major groove, this methylation would
be on DNA that is on the outside of the nucleosome (minor groove
facing the histones) and thus more accessible to the DNA methyl-
transferases. This in turn indicates that DNAmight be in part methy-
lated as the DNA is still bound to nucleosomes, leading to the
observed 10-base pair periodicity. It has been proposed that chro-
matin remodelling enzymes are required for DNAmethyltransferases
to gain access to the DNA, and indeed DRD1, DDM1 and LSH1 are
remodellers known to be important factors controlling DNAmethy-
lation12. However, our data indicate that nucleosomal DNAmay also
be a substrate for DNA methyltransferases in vivo, demonstrating a
prominent role of the nucleosome in determining methylation pat-
terning throughout the genome.

We previously reported a 10-nucleotide periodicity in CHH
methylation data when performing autocorrelation analysis on the
methylation pattern of the whole genome3. Our previous interpreta-
tion was that the structure of theDRM2 enzymemight be responsible
for this pattern, because the orthologous Dnmt3 enzymes in mam-
mals are known to act as heteromeric complexes in which two
methyltransferase active sites have a spacing equivalent to roughly
10 nucleotides of DNA13. However, the current data in which we see
10-base pair periodicities for all types of methylation indicate a more
general explanation: that nucleosomes are to some extent dictating
access to the DNA and therefore setting the register of methylation
for all DNA methyltransferases. Nucleosomal preferences could also
partially explain the sequence preferences that we observed prev-
iously for CHG and CHHmethylation3. Highly methylated cytosines
tended to be followed immediately by A/T but not C, consistent with
our finding that DNAmethylation is out of phase with CC dinucleo-
tides (Supplementary Fig. 6).

On a larger scale, we also observed that levels of all three types of
DNAmethylation were higher in nucleosome-spanning DNA than in
flanking DNA, indicating that nucleosome-bound DNA is enriched
for DNAmethylation (Fig. 2 and Supplementary Fig. 8). This finding
supports the view that nucleosomes are preferentially targeted by
DNA methyltransferases. In the case of CMT3, it is predicted that
this enzyme is recruited or activated by histone H3 lysine 9 dimethy-
lation, because a knockout of histone H3 lysine 9 methyltransferase
mimics a knock out of CMT3, and because the CMT3 chromodo-
main can bind tomethylated histones14. However, our data show that
all types of methylation are enriched on nucleosome-bound DNA,
indicating that nucleosomes or histone modifications may assist in
the recruitment of all of the Arabidopsis DNA methyltransferases.

To test whether the patterns of DNAmethylation on nucleosomal
DNA are also found in humans, we used previously publishedMNase
nucleosome sequencing data15 together with our single-nucleotide
resolution bisulphite sequencing data on the human embryonic stem
cell line HSF1 (see Supplementary Methods). We found that human
nucleosome-boundDNA also showed a 10-base periodicity in its CG,
CHG and CHH methylation status (Fig. 3). Furthermore, as in
Arabidopsis, the overall level of methylation was higher on nucleo-
some-bound DNA than in flanking regions. This indicates that
nucleosome architecture has a role in shaping DNA methylation
patterning in the human genome, and is consistent with the recent
finding of stable anchoring of Dnmt3 DNA methyltransferases to
mammalian chromatin16 and more generally with the conservation
of DNA methyltransferase function in plants and animals17. We also
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analysed DNA methylation patterning on nucleosomes in different
regions of the Arabidopsis and human genomes, including genes,
promoters, pericentromeric regions and euchromatic arm regions
(Supplementary Figs 9–17) and found that the 10-nucleotide peri-
odicity was found in all cases, indicating that the relationship
between nucleosome positioning and DNA methylation is general.

We observed that nucleosomes were much more abundant in
exons than in introns (see Fig. 1a for an example), consistent with

findings from several recent nucleosome positioning studies in other
organisms18–23. The number of nucleosomes per base pair in introns
was only 63% of the level found in exons. Furthermore, we found a
strong peak of nucleosome start sites at intron–exon junctions and at
exon–intron junctions (Fig. 4, Supplementary Fig. 18). The enrich-
ment of nucleosomes in exons was not solely owing to higher G1C
content (Supplementary Fig. 19a–c), or because of consensus splice
site sequences (Supplemental Fig. 19d–f), and was confirmed using
independent chromatin immunoprecipitation methods (Sup-
plementary Fig. 20). Longer exons contained a higher number of
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nucleosomes. Examination of exons in the size ranges of 170–240,
315–350, 480–550 and 645–715 base pairs revealed peaks of one, two,
three or four well-positioned nucleosomes respectively (Fig. 4a),
indicating that nucleosomes are phased within exons.

Strong nucleosome enrichment on exons was detected both for
genes that are highly expressed and for those not expressed
(Supplementary Fig. 21 and Supplementary Table 1), suggesting that
DNA sequences position nucleosomes in the absence of active tran-
scription and splicing. Consistent with this hypothesis, using a
nucleosome positioning prediction algorithm24 we found similar pat-
terns of nucleosome positioning in introns and exons between the
experimental and theoretical data sets (Supplementary Fig. 22).
Similarly, using theoretically predicted nucleosome positions, we
observed similar patterns ofDNAmethylation on nucleosome-bound
DNA (Supplementary Fig. 23), as well as enrichment of predicted
nucleosomes in pericentromeric regions (Supplementary Fig. 24).

Because nucleosomes present a barrier to RNAPol II transcription,
we tested for Pol II occupancy in exons using a chromatin immuno-
precipitation microarray approach. We observed significant enrich-
ment of Pol II in exons relative to introns, consistent with the

hypothesis that Pol II is paused on exonic DNA (Fig. 4). One pos-
sibility is that Pol II stalling on exons could enhance accurate splicing
of upstream introns, thus reducing exon skipping and aiding in the
fidelity of exon definition20. This is consistent with the finding of Pol
II enrichment on human exons and indicates that Pol II enrichment
on exons might be a common eukaryotic feature20. Furthermore,
particular histone modifications have been recently shown to recruit
splicing regulators, providing additional possiblemechanisms for the
regulation of splicing by nucleosome positioning25.

Because of the enhancement ofDNAmethylationover nucleosomal
DNA, and the enrichment of nucleosomes on exons, a prediction is
that DNA methylation should be enhanced on exons relative to
introns. Indeed, we found depletion of DNA methylation in introns
and enrichment in exons in a pattern that was similar to nucleosome
occupancy (Fig. 4b). This is consistent with recent findings of
enhanced exonic methylation in other plant species, as well as in the
Chlamydomonas, honeybee,Ciona and human genomes26,27. This sug-
gests the possibility that DNAmethylation, which frequently exists in
the transcribed regions of active genes26,28, could have a conserved role
in exon definition or splicing regulation. These findings also reinforce
the view that nucleosomal positions have an important role in shaping
the methylation landscape of eukaryotic genomes.

METHODS SUMMARY
Approximately 300 ng ofMNase-digested mononucleosomeDNAwere used for
Illumina library generation following manufacturer instructions. Libraries were
sequenced using an Illumina Genome Analyzer II following manufacturer
instructions. Resulting reads were mapped to the TAIR7 annotation of the
Arabidopsis genome and reads that mapped to multiple sites were eliminated.
A total of 24.2million reads weremapped to the forward strand and 23.9 million
reads to the reverse strand, generating a 68-fold coverage of nucleosome space.
Pol II ChIP-chip was performed as described previously29. Briefly, crosslinked

chromatin was extracted, sonicated and used in ChIP with an antibody against
Pol II CTD (ab817; Abcam). Pol II-bound DNA and input genomic DNA were
extracted, amplified, labelled and hybridized to Affymetrix tiling microarrays as
described previously29. Three biological replicates were performed and the log2
ratios of Pol II-bound DNA over input DNA were calculated using the Tiling
Analysis Software (Affymetrix).
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