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1. Introduction

This paper provides a general analysis to an interesting and relevant class of models—linear rational expectations models incorporating monetary policies that respond to interest rates. Since this is how the Federal Reserve behaves, we need a systematic way of analyzing economic models that correctly model Fed behavior. In order to accomplish this we develop a fairly general mathematical framework that should be useful in areas other than the particular application addressed in this paper.

In order to accomplish this task we extend the solution procedures for linear rational expectations models developed in Evans and Honkapohja (1986) and Evans (1987) that characterize the possible infinity of general ARMA solutions. We then provide a theorem that allows us to establish the uniqueness and hence determinacy of the solution. All this is covered in the Appendix. This framework is very general and should be useful to researchers interested in incorporating more realistic models of monetary policy into dynamic stochastic models.

Section Two sets up the basic model. In Section Three we use our machinery to analyze selected interest rate rules and show that some of them are not well specified—they produce nominal indeterminacies. Section Four carefully examines policies that peg the nominal interest rate. A short section concludes the paper.

2. Solutions to a General Linear Rational Expectations Model

In this section we characterize the possible infinity of solutions to a general linear rational expectations model. Since none of the exogenous variables in our models follow explo-

---

1 In what follows we draw heavily on the work of Blanchard and Kahn (1980), Evans and Honkapohja (1986) and Evans (1987). The general model is similar to that examined in Evans (1987). Our presentation of the characterization follows Evans and Honkapohja (1986), which was better adapted to our situation. The uniqueness results use the methods of Blanchard and Kahn (1980). The approach of Broze, Gourieroux
sive paths, we confine our attention to nonexplosive solutions. Specifically, we confine our analysis to solutions that are polynomially bounded. After characterizing the solutions we present a theorem that determines if a unique solution exists.

2.1. The General Model and Uniqueness

The models of monetary policy consider in this paper all lie within the class of general linear rational expectations models given by

\[ 0 = \sum_{r=0}^{n} \sum_{s=1}^{k+r} A_{r,s-r} x_{t-r+s} + \sum_{s=0}^{l} D_{s} x_{t-s} + \sum_{s=0}^{m} F_{s} v_{t-s}, \]  

(2.1)

where \( x_{t} \) is a \( q \)-vector, \( v_{t} \) is a \( q \)-vector of exogenous random variables with \( E_{t-1} v_{t} = 0 \), \( D_{0} = -I \), \( A_{r,s} \) are \( q \times q \) matrices with \( A_{r,s} = 0 \) for \( r + s < 1 \), \( D_{s} \) and \( F_{s} \) are \( q \times q \) matrices and the information set contains all variables date \( t \) and earlier. Moreover, \( D_{l}, F_{m} \) and some \( A_{n,s} \) and \( A_{r,k} \) are non-zero. That is, we can not write equation (2.1) with a smaller \( k, l, m \) or \( n \). In the Appendix we provide the general solution to models of this type. These solutions are characterized by ARMA representations as in Evans and Honkapohja (1986) and Evans (1987) and involve a set of arbitrary MA coefficients. Thus the general solution is not unique. If the model does have a unique solution, finding that solution necessarily involves factoring the general solution until the arbitrary MA coefficients are removed.

Because uniqueness is an important and somewhat subtle issue for this class of models, we develop a theorem that describes the necessary and sufficient condition for unique solutions to (2.1). These conditions involve the relationship between eigenvalues and initial conditions as well as certain rank conditions.

and Szafarz (1985) is not suitable for use here because our solutions are typically not stationary, and may even involve unit roots.

\(^2\) Any solution \( x_{t} \) satisfies \( |E_{t} x_{t+i}| \leq (1+i)^{n_{t}} \bar{x}_{t} \) for all \( i \) where \( n_{t} \) is an integer and \( \bar{x}_{t} \) is a stationary random variable. In models derived from optimizing behavior, the transversality condition will typically rule out polynomially unbounded solutions. Note that unit roots are permitted.

\(^3\) The use of finitely many lagged disturbance terms is not particularly restrictive. If the disturbances were instead generated by an ARMA process, it could be easily converted to the form (2.1), with higher values of \( l, m, \) and \( n \).
Let these initial conditions be represented by $QX_0 = N$, where $N$ is $\bar{q} \times 1$, $X_0 = (x_0, E_0 x_1, \ldots, E_0 x_{t+n+k-1})'$ is $q(n + k) \times 1$, and $Q$ is $\bar{q} \times (n + k)q$. If we update (2.1) $n$ periods (and for simplicity let $l = n$) and take expectations as of time $t$, the homogeneous part of our system can be written as

$$E_t X_{t+1} = KX_t$$

(2.2)

where $K$ is $q(n + k) \times q(n + k)$. Under fairly general conditions $K$ is well-defined and in rational canonical form. The Jordan decomposition of $K$ is given by $K = SJS^{-1}$.

Uniqueness of the solution to (2.1) will depend on a comparison of the number of eigenvalues of $K$ that are on or inside the unit circle and the number of initial conditions. Moreover, we must control the stochastic portion of solutions corresponding to the good roots, and match them with the initial conditions. This is accomplished via the following rank conditions. Define the $q \times (n+k)q$ matrices $C_s = [D_s, A_{s,1-s}, \ldots, A_{s,k}, 0, \ldots, 0]$ for $s = 0, \ldots, n-1$.4 We say the rank condition is satisfied if the matrices $\sum_{r=0}^{s} C_r S^* J_{s-r}^*$ all have full rank for $s = 0, \ldots, n - 1$ where $S^*$ consists of the first $q_{in}$ columns of $S$ associated with the $q_{in}$ eigenvalues on or inside the unit circle and $J_*$ is the conformable $q_{in} \times q_{in}$ part of $J$. Our uniqueness result, proved in the Appendix, is:

**Uniqueness Theorem.** Suppose that $J$ is invertible. Consider the polynomially bounded solutions of (2.1) that obey the initial conditions $QX_0 = N$ with $N$ an $\bar{q}$–vector. There are infinitely many such solutions if $\bar{q} < q_{in}$, and there are usually no such solutions if $\bar{q} > q_{in}$. Suppose further that the rank condition is satisfied, $QS^*$ has full rank, and that $q_{in} \leq q$. Then there is a unique such solution if $q_{in} = \bar{q}$.

**Proof of Uniqueness Theorem**5. Suppose we have two solutions to equation (2.1), $x_t$.

---

4 Note that $C_{n-1}$ does not have a zero at the end.

5 This proof is based on the procedure used by Blanchard and Kahn (1980). Our result differs from theirs by allowing past expectations and by replacing the predetermined/non-predetermined distinction with appropriate initial conditions.
and $x'_t$. Updating $n$ periods, $\Delta x_t = x'_t - x_t$ satisfies the homogeneous equation

$$0 = \sum_{r=0}^{n} \sum_{s=1}^{k+r} A_{r,s-r} E_{t+n-r} \Delta x_{t+n+s-r} + \sum_{r=0}^{n} D_r \Delta x_{t+n-r}. \quad (A.1)$$

We can rewrite equation (A.1) as

$$0 = [D_0, A_{01}, \ldots, A_{0k}, 0, \ldots, 0] \Delta X_{t+n} + [D_1, A_{10}, \ldots, A_{1k}, 0, \ldots, 0] \Delta X_{t+n-1} + \cdots + [D_n, A_{n,1-n}, \ldots, A_{n,k-1}] \Delta X_t + E_t[0, \ldots, 0, A_{nk}] \Delta X_{t+1} = 0 \quad (A.2)$$

We get a second perspective on equation (A.1) by taking expectations at time $t$, yielding

$$0 = \sum_{r=0}^{n} \sum_{s=1}^{k+r} \tilde{A}_{r,s-r} E_t \Delta x_{t+n+s-r} + \sum_{r=0}^{n} D_r E_t \Delta x_{t+n-r}.$$

Any solution to equation (A.2) must satisfy this equation also. Substituting, we find

$$0 = \sum_{r=0}^{n} \sum_{s=1}^{k+r} \tilde{B}_{r,s-r} \Delta x_{t+n+s-r} + \sum_{r=0}^{n} B_r \Delta x_{t+n-r} + \sum_{r=0}^{n} D_r E_t \Delta x_{t+n-r}.$$

Pesoaran (1987) shows that the general solution is $\Delta X_t = SJ^t M_t = K^t S M_t$ where $M_t$ is an arbitrary martingale ($E_t M_{t+1} = M_t$ for all $t$). We can rewrite this as $S^{-1} \Delta X_t = (\zeta_1 M_{1t}, \ldots, \zeta_{(n+k)q} M_{(n+k)qt})'$ where the $\zeta_i$ are the eigenvalues of $K$. Since $\Delta X_t$ (and hence $S^{-1} \Delta X_t$) is polynomially bounded, the $M_{it}$ corresponding to $|\zeta_i| > 1$ must be zero. As the eigenvalues are ordered by increasing modulus, only the first $q_{in}$ components of $M_t$ are non-zero. We denote these upper $q_{in}$ components of $M_t$ by $M_t^\ast$.

We first tackle the case $q_{in} \neq \bar{q}$. Consider the initial condition $QS M_0 = Q \Delta X_0 = 0$. Since only the first $q_{in}$ components of $M_0$ are non-zero, we may rewrite this as $QS^* M_0^\ast = 0$. If there are fewer independent initial conditions than unknowns ($q_{in} > \bar{q}$), there will be infinitely
many deterministic solutions to $ QS^*M_0^* = 0 $, and hence to the system (2.1). However, if $ q_{in} < \bar{q} $, there will usually not be enough non-zero components of $ X_0^* $ to even satisfy the initial conditions, and (2.1) will not have solutions.

Now consider the case $ q_{in} = \bar{q} \leq q $. The next step here is to tame the remaining martingale components of $ M_t^* $ by showing they are deterministic. We substitute this solution back in (A.2) to obtain further restrictions on $ M_t $. Note that

$$ C_0 SJ_{t+n}^* M_{t+n}^* + \cdots + C_{n-1} SJ_{t+1}^* M_{t+1}^* + [D_n, A_{n,1-n}, \ldots, A_{n,k-1}]S J^t M_t $$

$$ + [0, \ldots, 0, A_{nk}] S J^{t+1} M_t = 0. \tag{A.3} $$

Since these are the only non-zero components of $ M_t $, this equation reduces to

$$ C_0 S J_{t+n}^* M_{t+n}^* + \cdots + C_{n-1} S J_{t+1}^* M_{t+1}^* + [D_n, A_{n,1-n}, \ldots, A_{n,k-1}] S J^t M_t^* $$

$$ + [0, \ldots, 0, A_{nk}] S J^{t+1} M_t^* = 0. \tag{A.4} $$

If the first matrix of (A.4) has full rank (i.e., $ q $), we may write $ M_{t+n}^* $ as a linear combination of $ M_{t-n}^*, \ldots, M_{t+n-1}^* $. This only works if $ M_{t+n}^* $ has at most $ q $ components. This implies that $ M_{t+n}^* $ is measurable with respect to information at time $ t + n - 1 $. This measurability implies $ E_{t+n-1} M_{t+n}^* = M_{t+n}^* $. But $ E_{t+n-1} M_{t+n}^* = M_{t+n-1}^* $ because $ M_t^* $ is a martingale, so $ M_{t+n}^* = M_{t+n-1}^* $. Since the equation holds for $ t = 0, 1, \ldots $, the martingale must be constant after time $ t = n - 1 $. Provided the rank condition is satisfied, we may proceed by induction to find that $ M_t^* $ is constant for all times $ t $. Since $ M_t^* $ is constant, we have a deterministic difference equation for $ \Delta X_t $. Thus $ \Delta X_t $ is completely determined by the first $ q_{in} $ components of $ \Delta X_0 $ (which are $ \Delta X_0 $’s only non-zero components).

Consider again the initial condition $ QS^*M_0^* = 0 $. As usual, solving (2.1) reduces to solving the related homogeneous equation (without the $ v_t $ terms). If $ q_{in} = \bar{q} $, we will always be able to find $ X_0^* $ solving $ QS^*X_0^* = N $, and solve the original equation.  \[ \square \]
Notice that uniqueness does not depend on the stochastic properties of the shocks and that our eigenvalue conditions are similar to those found in Whiteman (1983). We wish to stress, however, the importance of the rank condition, which will correctly indicate nonuniqueness in some later examples—examples that otherwise satisfy the conditions of our theorem and therefore satisfy all the conditions of Whiteman’s theorem. Also, our theorem does not require the separation of variables into predetermined and nonpredetermined variables as in Blanchard and Kahn (1980), but merely relies on the properties of the eigenvalues in relation to the number of initial conditions.

3. Appendix

3.1. Uniqueness Theorem

To prove uniqueness, we again start with the general model of equation (2.1), this time in matrix form. Define \( B_s = \sum_{r=0}^{n} A_{rs} \) for \( s = 1 - n, \ldots, k \) and \( B_s = 0 \) otherwise. We assume \( B_k \) is invertible. We specialize to the case \( l \leq n \).\(^6\) If \( l < n \), we set \( D_s = 0 \) for \( l < s < n \). Define \( \tilde{B}_{n+s} = B_s \) for \( s = 1, \ldots, k \) and \( \tilde{B}_s = D_{n-s} + B_{s-n} \) for \( s = 0, \ldots, n \). We assume \( \tilde{B}_{n+k} \) is invertible. Define the \((n + k)q\)-vector \( X_t = (x_t, E_t x_{t+1}, \ldots, E_t x_{t+n+k-1})' \) and let

\[
K = \begin{bmatrix}
0 & I \\
0 & I \\
& & \ddots \\
-\tilde{B}_{n+k}^{-1} \tilde{B}_0 & -\tilde{B}_{n+k}^{-1} \tilde{B}_1 & \cdots & -\tilde{B}_{n+k}^{-1} \tilde{B}_{n+k-1}
\end{bmatrix}.
\]

As it is in rational canonical form, the matrix \( K \) has characteristic polynomial \( \det[\tilde{B}_0 + \cdots + \zeta^{n+k} \tilde{B}_{n+k}] = 0 \). Let \( J \) be the Jordan form with the eigenvalues arranged in increasing absolute value and let \( S \) diagonalize \( K \) so \( SJ = KS \). Let \( q_{in} \) be the number of eigenvalues

\(^6\) Other cases could be addressed in a similar fashion, but complicate the formulation. We will comment further on this later.
on or inside the unit circle, counted according to multiplicity. Denote the first $q_{in}$ columns of $S$ by $S^*$ and the $q_{in} \times q_{in}$ upper left hand block of $J$ by $J_*$.  

**What if $l > n$?** When $l > n$, a similar procedure can be applied. To see the basic idea, consider the case $l > n = 0$. Redefine $X_t$ as the $(l+k)q$-vector

$$X_t = (x_{t-l}, \ldots, x_t, E_t x_{t+1}, \ldots, E_t x_{t+k-1})'$$

and set $\tilde{B}_s = D_{-s}$ for $s = -l, \ldots, 0$. The matrix $K$ can be handled similarly. Here applying $E_t$ to equation (A.1) merely yields (A.1) back again, so the restriction equation (A.4) is null. This might seem to preclude a similar result, as these restrictions were used to eliminate arbitrary martingale terms. However, a close examination of the equation $\Delta X_t = SJ_t^* M_t^{*+1}$ reveals that the top row of $SJ_t^* M_t^{*+1} (\Delta x_{t-l+1})$ is the second row of $K^* S M_t^{*}$. If $S^*$, the upper left-hand block of $S$, is invertible, and $q_{in} \leq q$, we can conclude $M_t^{*+1}$ is a linear combination of the entries of $M_t^{*}$. Thus $M_t^{*+1}$ is measurable at time $t$ and equal to $M_t^{*}$ by the martingale property. This means that the martingale terms are actually deterministic, and the rest of the argument of the uniqueness theorem applies.\footnote{If $l > 1$, the next pair of rows can also be used. This might allow the requirement that $q_{in} \leq q$ to be relaxed.}

**Constant Terms.** The addition of a constant term to equation (2.1) merely adds a linear time trend to the solution when there are no unit roots of the characteristic equation. When there are unit roots, it adds a non-linear trend with the power of $t$ being one greater than the multiplicity of the unit root.

**Singular $J$.** The uniqueness theorem could be extended to cover $J$ singular at the cost of complicating the statement. The presence of a zero eigenvalue can sometimes reduce the number of initial conditions required, depending on how lagged values enter the equation.
Example 1: Consider example C from Blanchard and Kahn, which is not covered by their theorem. It falls into the zero eigenvalue case. In our notation, their example is \( x_t = a E_{t-1} x_t + \omega_t \) with \( E_{t-1} \omega_t = 0 \), and we will assume \( a \neq 1 \). This is very easy to solve directly. Applying \( E_{t-1} \), we obtain \( E_{t-1} x_t = a E_{t-1} x_t \), so \( E_{t-1} x_t = 0 \). It follows that the unique solution is \( x_t = \omega_t \). In this case, \( n = q = 1 \), \( k = m = 0 \), \( D_0 = -1 \) and \( A_{10} = a \). Then \( \tilde{B}_0 = 0 \) and \( \tilde{B}_1 = a - 1 \) and \( K = 0 \). The rank condition is satisfied, and one might suppose that one initial condition is needed for uniqueness. However, the fact that \( K = 0 \) here kills off any possible dependence on initial conditions, and an initial condition would lead to no solution, unless \( x_0 = \omega_0 \).

3.2. General ARMA solutions

Here we extend Propositions 1 and 2 in Evans and Honkapohja (1986) to our context. These characterize the general form of the ARMA solutions for the models examined in our paper. The proofs basically follow their structure, and will be omitted. Their Propositions 3 and 4 also apply to our work.

Applying \( E_{t-n} \) shows that any solution to (2.1) also solves

\[
0 = \sum_{s=1-n}^{k} B_s E_{t-n} x_{t+s} + \sum_{s=0}^{l} D_s E_{t-n} x_{t-s} + \sum_{s=n}^{m} F_s v_{t-s}.
\]

(A.5)

where lagged values of \( v \) only appear when \( m \geq n \). Our strategy is to look for general ARMA solutions to (A.5), and then substitute back into (2.1) to see which of these solve the original model.

Proposition 1. (General ARMA form of solution) Suppose \( q = 1 \), and let \( x_t \) be a stochastic process satisfying (A.5) and having a finite ARMA representation of lowest AR degree given by

\[
x_t = \Pi(L) x_{t-1} + \Psi(L) v_t + \chi(L) \omega_t
\]
where \( \omega_t \) is arbitrary white noise that is uncorrelated with \( v_t \). Then \( \deg \Pi \leq k + l^* - 1 \), \( \deg \Psi \leq k + m^* \), and \( \deg \chi \leq k + n - 1 \) where \( l^* = \max\{l, n-1\} \) and \( m^* = \max\{m, n-1\} \).

**Remark on \( q \).** The restriction to \( q = 1 \) is because, using Evans and Honkapohja’s notation, we cannot otherwise show \( \theta = 0 \) and \( \phi_u = 0 \) in the multivariate case.

Now calculate as in Evans and Honkapohja (1986, Proposition 2) to obtain the coefficients for the general ARMA solution to (A.5). Since all solutions to (2.1) also solve (A.5), we need only substitute the general ARMA solution for (A.5) into (2.1) to find the general ARMA solution to (2.1). Define \( \beta_n \) inductively by \( \beta_0 = I \) and \( \beta_{s+1} = \sum_{r=0}^{s} \pi_r \beta_{s-r} \). We temporarily specialize to the case \( n = 1 \) to avoid some messy algebra. It is then a straightforward, but tedious, calculation to find the coefficients solving our original system, (2.1).

**Proposition 2.** Suppose \( q = 1 \) and consider the ARMA solutions to (2.1) which are of maximal AR degree under the assumption that \( n = 1 \). That is

\[
x_t = \Pi(L)x_{t-1} + \Psi(L)v_t + \chi(L)\omega_t
\]

where \( \omega_t \) is arbitrary white noise, \( \deg \Pi = k + l^* - 1 \), \( \deg \Psi = k + m^* \), and \( \deg \chi = k \). Assuming that (A.6) is a minimal degree AR solution then the coefficients of \( \Pi \), \( \Psi \) and \( \chi \) are given by

\[
\pi_s = \begin{cases} 
-B_k^{-1}B_{k-1-s} & \text{for } s = 0, \ldots, k - 2 \\
-B_k^{-1}(B_{k-1-s} + D_{s+1-k}) & \text{for } s = k - 1 \\
-B_k^{-1}D_{s+1-k} & \text{for } s = k, \ldots, k + l^* - 1 
\end{cases}
\]

\[
\psi_s = -B_k^{-1}F_{s-k} & \text{for } s = k + 1, \ldots, k + m^*,
\]

while the other coefficients satisfy

\[
-F_0 = -\psi_0 + \sum_{r=0}^{k} \left( \sum_{s=r}^{k} A_{0s} \beta_{s-r} \right) \psi_r \quad \text{and} \quad 0 = -\chi_0 + \sum_{r=0}^{k} \left( \sum_{s=r}^{k} A_{0s} \beta_{s-r} \right) \chi_r.
\]

\footnote{A more explicit formula for \( \beta_s \) is given in our 1995 working paper.}
Remark on $n$. If $n > 1$ in (2.1) we would get further restrictions on $\psi_0, \ldots, \psi_k$ and on the $\chi$’s. In this case we subtract $E_{t-n}x_t$ from $x_t$ to obtain

$$0 = \sum_{r=0}^{n-1} \sum_{s=0}^{k} A_{rs}[E_{t-r}x_{t+s} - E_{t-n}x_{t+s}] + \sum_{s=1}^{n-1} D_s[x_{t-s} - E_{t-n}x_{t-s}] + \sum_{s=0}^{n-1} F_s v_{t-s}.$$ 

Using Lemma 1, and collecting the various $v_{t-s}$ and $\omega_{t-s}$ terms reduces this to a set of $2n$ equations similar to those in Proposition 2.

Notice that if $q > 1$, (A.6) with coefficients as above solves (2.1). However, we cannot conclude it is the only solution of maximal AR degree. When $q = 1$, proposition 4 of Evans and Honkapohja (1986) shows that the solutions we find represent all the solutions of finite ARMA representation while Proposition 3 deals with potential factorizations of the solution.

Some of the coefficients $\psi_0, \ldots, \psi_k$ and $\chi_0, \ldots, \chi_k$ may be arbitrary. By choosing them appropriately, the representation in (A.6) can sometimes be factored. What our theorem tells us is that if there exists a unique nonexplosive solution then the general ARMA solution (A.6) must be explosive since it is not unique. There must, therefore, exist unique values of $\psi_0, \ldots, \psi_k$ that allow us to factor (A.6) and arrive at the unique nonexplosive solution, as in equations (3.6) and (3.7).
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