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ABSTRACT: Globular proteins, such as cytochrome ¢ (cyt¢), nanoESI-CIA-HDX-TIMS-MS

display an organized native conformation, maintained by a . !’ ¢, -
hydrogen bond interaction network. In the present work, the
structural interrogation of kinetically trapped intermediates of

cyt ¢ was performed by correlating the ion-neutral collision it S
cross section (CCS) and charge state with the starting solution “ e
conditions and time after desolvation using collision induced M
activation (CIA), time-resolved hydrogen/deuterium back : =S ”

exchange (HDX) and trapped ion mobility spectrometry— - >
mass spectrometry (TIMS-MS). The high ion mobility ., .. "} T A, : * .
resolving power of the TIMS analyzer allowed the :

identification of new ion mobility bands, yielding a total of

63 mobility bands over the +6 to +21 charge states and 20

mobility bands over the —5 to —10 charge states. Mobility selected HDX rates showed that for the same charge state, conformers
with larger CCS present faster HDX rates in both positive and negative ion mode, suggesting that the charge sites and
neighboring exchange sites on the accessible surface area define the exchange rate regardless of the charge state. Complementary
molecular dynamic simulations permitted the generation of candidate structures and a mechanistic model of the folding
transitions from native (N) to molten globule (MG) to kinetic intermediates (U) pathways. Our results suggest that cyt ¢ major
structural unfolding is associated with the distancing of the N- and C-terminal helices and subsequent solvent exposure of the
hydrophobic, heme-containing cavity.

Cytochrorne ¢ (cyt c) has been widely investigated using partner and ion effective temperature.lz_16 For example, the
mass spectrometry based techniques, and it has become unfolding of cyt ¢, induced with denaturing conditions, was
an intriguing system for ion mobility spectrometry (IMS) and examined by Konermann and co-workers'> using a combina-
hydrogen/deuterium exchange (HDX) experiments. The tion of ESI and solution-based techniques revealing that a
appeal for IMS-based studies of cyt ¢ comes from its decrease in pH induced a cooperative unfolding transition
involvement in key cellular processes,' " and the interactions accompanied by a disruption of the secondary and tertiary
of the protein with multiple substrates or intracellular proteins, structure. Mass spectra analysis, obtained as a function of the
which in turn are associated with subtle changes in starting solution conditions, showed that the transition from
conformation. These conformational changes include fluctua- low to high charge states was due to the breakdown of the
tions in the heme iron coordination, and tertiary and secondary tertiary structure. Early studies on cyt ¢ using a drift tube,
structure alterations, suggesting that cyt ¢ can populate different conducted by Jarrold and co-workers,'” showed that, for the
conformational states under native conditions.””” With the lower charge states (centered at +7, +8), the collision cross
development of soft ionization sources (e.g, electrospray sections (CCS) of cyt ¢ were consistent with those expected
ionization, ESI), the evaporative cooling of the solvent can from native structure found in solution (PDB 1HRC, X-ray ).
lead to a freezing of multiple stable conformations, otherwise The intermediate charge states displayed metastable structures
known as the “memory effect”.'”'" Although this effect is that unfolded upon heating, while the higher charge states
solvent and biomolecule dependent, previous works have

reported the benefits of studying the conformational space as a Received: March 7, 2017
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(centered at +15, +16) exhibited CCS related to extended
conformations.

Moreover, complementary structural studies were performed
on cyt ¢ in the gas-phase by McLafferty and co-workers'® using
a Fourier-transform ion-cyclotron-resonance mass spectrometer
(FT-ICR-MS) and HDX experiments. They showed that HDX
exchange of cyt ¢ in the gas-phase occurs only in three different
reactive forms, while in solution the reaction involves nearly all
labile hydrogen atoms because of a fast dynamic equilibrium
between conformers. The mass spectra of the deuterated +12 to
+14 charges states exhibited peak splitting, indicating that two
different ionic forms of identical molecular mass had different
numbers of reactive hydrogens. These values were also
observed for other charge states with 74 reactive hydrogens
for the +12 to +16, 113 for the +8 to +14, and 53 for the +6
and +7 charge states. Later on, McLafferty and co-workers’
reported at least six different states for gaseous cyt ¢ ions based
on their accessible sites for exchange. They also found that
manipulation of these ions by infrared radiation, high velocity
collisions, or proton stripping can alter the levels of exchange in
discrete steps.

Using drift tube IMS experiments, Clemmer and co-
workers”' showed that it is possible to study specific
conformers of cyt ¢ by varying the voltage used to inject the
ions into the drift tube. The number of exchangeable hydrogen
atoms was independent of the charge state for diffuse
conformers obtained at high injection voltages (63 of a
possible 198), while the number of exchangeable hydrogens for
the compact conformers, observed for the +8 to +10 charge
states, was 46. These results suggested that compact structures
protect some hydrogens in the gas-phase and that many sites
that exchange in solution are restricted for exchange in the gas-
phase, even for open conformers. Douglas and co-workers™”
investigated the conformational transitions of cyt ¢ induced by
denaturing conditions using HDX followed by ESI-MS and
showed that the exchange rate is equal for intermediates found
in both contributions of a bimodal charge state distribution.
These results suggested that the intermediates are very flexible
and may involve two or more rapidly interconverting
conformers. They also found that at high concentrations of
methanol (ie, 90% MeOH), cyt ¢ denatures into non-native
helices, which protect against HDX in a similar manner to the
native conformation. A later study from Douglas and co-
workers™® displayed the expanded denatured states and
expanded helical denatured states of cyt ¢ generated from
solutions with 50% and 90% MeOH, respectively. They showed
no differences in CCS and HDX for ions of a given charge state
of cyt ¢ for either the expanded or helical expanded denatured
states. Clemmer’s group later studies”* on the HDX temper-
ature dependence of compact (+5) and elongated (+9) cyt ¢
showed that the exchange rates of HDX in the gas-phase
decrease an order of magnitude when the exchange occurs at
high temperature (ie., >400 K). The exchange levels of
compact (+5) and elongated (+9) conformers at 300 K were 53
and 63, respectively. At temperature values greater than 335 K,
the levels increase to ~200 for the +5 charge state and ~190 for
the +9 charge state, while the CCS remained invariant at all
temperatures. Beauchamp and co-workers™ suggested that the
proximity between the charge site and exchange site are
important factors in the exchange profiles of both conformers.
Previous studies reported the independence between the char%e
states with the levels of HDX exchange in the gas-phase.'”™>"*°
As noted by Clemmer and co-workers,” HDX numbers appear
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to depend strongly on the instrumentation and operating
conditions used. Moreover, when CCS and HDX values are
complemented with molecular dynamics (MD), candidate
structures can be proposed for every kinetically trapped
intermediate species observed.”’ >

With the recent introduction of trapped ion mobility
spectrometry coupled to mass spectrometry (TIMS-MS),*' ™
and more recently complemented with hydrogen/deuterium
back exchange (HDX-TIMS-MS) ,* the mobility measurement
and number of HDX back exchanges can be performed
simultaneously as a function of time after desolvation. TIMS
high resolving power (Rp up to 400)*”~** combined with the
possibility to measure kinetic intermediates and to perform
collision induced activation (CIA) prior to the TIMS analysis,
provides a powerful tool for the analysis of biomolecules.””~*’

In the present work, we explore for the first time the
potential of CIA-HDX-TIMS-MS to study the kinetically
trapped intermediates of cyt ¢ by populating the conformational
free energy landscape as a function of the starting solution
conditions (e.g., organic content and pH) and as a function of
the CIA prior to the HDX-TIMS-MS measurements. MD
simulations were used to propose candidate structures for each
kinetically trapped intermediate observed and a mechanistic
model of the folding transitions from native to molten globule
to kinetic intermediates is proposed.

B EXPERIMENTAL SECTION

Materials and Reagents. Horse heart cyt ¢ (C2506) was
purchased from Sigma-Aldrich (St. Louis, MO). All solvents
used in these studies were analytical grade or better and
purchased from Fisher Scientific (Pittsburgh, PA). Cyt ¢ stock
was prepared in 10 mM ammonium acetate (NH,Ac) buffer for
the positive ion mode experiments, dialyzed against the same
buffer and diluted to a final concentration of 0.5, 1, S, and 10
uM in (A) 10 mM NH,Ac (pH 7.1), (B) 95:5 and 50:50 (v/v)
H,0/MeOH (pH 4.6), and (C) 94:5:1, 89:10:1, 79:20:1,
69:30:1, 59:40:1, and 49:50:1 H,0/MeOH/CH,COOH (pH
3.3). In the case of the negative jon mode analysis, a stock
solution of 100 uM was used and then diluted to 40:60 (v/v)
H,0/MeOH, and 40:50:10 H,O/TFE/Et;N. For the HDX
experiments operating in the positive ion mode, cyt ¢ was
prepared in D,O (Sigma-Aldrich, 151882) at 1 M (pH 7.02)
incubated for 3 and 48 h at 37 °C and 0.1% CH3;COOH was
added to solutions prior to the HDX-TIMS-MS analysis (pH
6.88). For HDX experiments operating in the negative ion
mode, cyt ¢ was incubated in D,0O at 50 yM. Nano-ESI emitters
were pulled from quartz capillaries (O.D. = 1.0 mm and LD. =
0.70 mm) using Sutter Instruments Co. P2000 laser puller.
Low-concentration Tuning Mix calibration standard (TuneMix,
G24221A) was purchased from Agilent Technologies (Santa
Clara, CA).

CIA-HDX-TIMS-MS. Details regarding the TIMS operation
compared to traditional IMS can be found else-
where. "% Briefly TIMS mobility separation is based
on holding the ions stationary using an electric field against a
moving buffer gas.** During HDX-TIMS-MS experiments, the
rate of HDX back exchange is measured as a function of the
trapping time.’* That is, in HDX-TIMS-MS deuterated,
molecular ions are introduced into the TIMS cell and they
can undergo back exchange reaction with residual molecules of
the bath gas. The rate of HDX can be tuned by changing the
velocity of the gas and the trapping time. At the end of the
trapping time the ions are eluted by reducing the TIMS voltage.
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The measured ion elution voltage is directly related to the ion’s
K as shown below.
The mobility, K, of an ion in a TIMS cell is described by

v A
K=-2=
E (‘/elution - ‘/out) (1)

where vy, E, Vijyion and V,, are the gas velocity, applied electric
field, elution voltage, and base voltage, respectively. The
constant A was determined using a Tuning Mix calibration
standards (m/z 322 K, = 1.376 cm® V' s}, m/z 622 K, =
1.013 cm® V7' 571 and m/z 922 K, = 0.835 cm? V7! s71). 33

The same RF (880 kHz and 280 Vpp) was applied to all
electrodes including the entrance funnel, the ion mobility
separating section, and the exit funnel (Figure S1). A custom-
made nanoelectrospray ionization source was used for all the
analyses. TIMS separation was performed using nitrogen as a
bath gas at 300 K, and the gas flow velocity was held constant in
all the experiments (P, = 2.6 and P, = 1.0 mbar). P, and P,
values were held constant for all experiments. A fill/trap/ramp/
wait sequence of 1—10/1—10/5—500/50 ms was used and an
average mobility resolution of 180—250 was observed. A total
of 500 accumulations and 10 frames were acquired per TIMS
experiment.

Mobility values (K) were correlated with CCS (2, A?) using

the following equation
z 1 1
|t N
(sT)*\m  my) K P 27315N
@)

where z is the charge of the ion, kg is the Boltzmann constant,
N* is the number density, and m; and my, refer to the masses of
the ion and bath gas, respectively.*

The number of HDX back-exchanges is obtained by the mass
shift relative to the nondeuterated protein (Figure S2).
Collision induced activation was performed prior to the
TIMS-MS by varying the electric field between the capillary
outlet (VcaP = 50—190 V), deflector plate (Vy; = 60—200 V)
and funnel entrance (Vg,, = 0—150 V) in 10 V steps.

Theoretical Method. A candidate structure generation
algorithm was used to sample cyt ¢ conformational space.”® The
1HRC protein data bank entry for cyt ¢ was utilized as the
starting structure.'®*’ Briefly, molecular dynamics simulations
were used to reproduce the experimental conditions and to
generate the identity vectors that define cyt ¢ conformational
space. This approach is similar to that previously described by
Fernandez-Lima et al."® for peptides, with the main character-
istic that the initial search targets the generation of the identity
vectors, followed by charge assignment and energy minimiza-
tion. Once the candidate structures were identified for each
IMS band, charge assignment was performed by scoring the
accessible surface area based on the score of the amino acid
residues.””>" For example, solvent accessibility and the pK, of
the acidic and basic residues were primarily used to assign the
protonation and deprotonation sites. It is known that charge
localization can influence electrostatic interactions and there-
fore the conformational dynamics of molecular ions.””* To
account for the charge state influence on the CCS, energy
optimization steps were performed following the charge
assignments. All simulations were performed in a NVT
thermostat using AMBERO3 force field in YASARA software.
The molecular dynamic simulations yielded identity vectors
that cover the +6 to +13 distributions and the theoretical

1/2
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CCSy; for each structure were calculated using the TM
algorithm implemented in the iMoS software.”*™%¢

B RESULTS AND DISCUSSION

The mass spectrometry analysis of cyt ¢ in positive and negative
ion mode displayed a charge state distribution dependence with
the solvent conditions in agreement with previous studies.'>**
Under native conditions (e.g,, 0% MeOH, 10 mM NH,Ac), a
narrow distribution of charge states centered at +7 was

observed (Figure 1, left panel on the top). An increase in the
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Figure 1. Left panel: Typical mass spectra of cyt ¢ as a function of the
starting solvent conditions. Right panel: Overall CCS profiles (black
lines) obtained by summation of the intensity-normalized IMS
resolved data (color lines). The results obtained in the positive and
negative ion mode are represented on the top and bottom part,
respectively.

concentration of MeOH to 5% showed a conformational
change in the protein, represented by a bimodal distribution
with two envelopes centered at +9 and +17. Further increases
in the concentration of MeOH decreased the relative intensity
of the envelope for the lower native-like charge states (e.g, + 6
to +9) and a single distribution was observed at 40% MeOH
centered at +17. For the negative ion mode, the —5 and —6
charge states were observed for a solution with 40% MeOH
(Figure 1, left panel on the bottom). A change in the starting
solvent condition using 50% TFE and 10% Et;N showed a
conformational change in the cyt ¢ represented by a different
charge state distribution centered at —8. To confirm the
conformational diversity of cyt ¢ under different solution
conditions, ultraviolet—visible (UV—vis) spectroscopy was used
to trace the Soret band intensity to monitor the accessibility of
solvent to the heme group as the band shifts from 400 to 395
nm after acidification of the solution (Figure S3). As previously
described by Konermann et al," in aqueous solutions of low
ionic strength, cyt c is in the native state and the heme iron is
coordinated by the strong-field ligands His18 and Met80
residues, which produces a low spin complex with a Soret
absorption maximum between 400 and 410 nm."**"~°" Further
acidification of the solution or an increase in the MeOH

DOI: 10.1021/acs.analchem.7b00844
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concentration induces a cooperative unfolding transition to a
molten-globule state,"”**** and the displacement of both
strong-field ligands by weak-field ligands from the solvent (e.g.,
H,0) produces a high-spin complex with a Soret absorption
between 390 and 395 nm.*”"%*

IMS profiles for the observed charge states on each condition
were normalized to the intensity of each charge state in the
mass spectrum (Figure 1, right panel). The overall CCS profiles
(Figure 1, black lines) obtained by summation of the ion
mobility resolved data (Figure 1, color lines), exhibited a
distribution of conformations from native (Figure 1, red
background) to molten globular (Figure 1, blue background),
and finally to the denatured states trapped as kinetic
intermediates (Figure 1, yellow background). Ion mobility
experiments were performed as a function of the starting
solution conditions and the collision induced activation (CIA)
energy (Figure 2) in the positive ion mode. Soft activation

MeOH (%)

G 5 10 20 30 40 50

Deflector (V)

6080 100 120 140 160 180 200

ccs (A?)

Figure 2. Left panel: IMS spectra of the +6 to +11 charges states of cyt
¢ as a function of the organic content (e.g,, % methanol). Right panel:
IMS spectra of the +6 to +11 charge states of cyt ¢ as a function of the
activation energy (e.g., deflector voltage).

energy conditions were used to preserve the conformation from
the solution (e.g, Vi, = S0V, Vye = 60 V, and Vg, = 0 V). In
addition, TIMS analyzers permit the study of the temporal
evolution of the IMS distribution as a function of the time after
the molecular ions are formed during the nanoESI process (e.g.,
trapping time of 100—S00 ms after desolvation). Inspection of
the IMS bands as a function of the trapping time did not show
variation in terms of the relative abundance. However, previous
reports have shown variation of the IMS profiles of cyt ¢ at
shorter times after desolvation.”” This result suggests that the
observed IMS bands in TIMS correspond to stable
“desolvated”, kinetically trapped intermediates. As displayed
in the mass spectrometry analysis, the IMS profiles for the +8
to +11 charge states are obtained when the starting solution
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contains at least 5% MeOH, suggesting that a solution only
with 10 mM NH,Ac cannot induce the necessary conforma-
tional changes that allows basic sites to be protonated during
the nanoESI process. The overall IMS profiles for all the
solution conditions are shown next to the contour plots, where
IMS bands are labeled for the kinetically trapped intermediates
(Figure 2, left panel). Most IMS profiles are uniform as a
function of the starting solution conditions. Interestingly, the
contour plot for the +9 charge state is broad and displays
heterogeneity in the relative intensity of B and C, whereas a
variation in their relative abundance is observed after the
addition of 20% MeOH to the solution (Figure 2, left panel).
We interpret this result as evidence of kinetic intermediates
involved in the transition from native-like to molten globular
conformation. In a similar way, the IMS profiles for the +10,
label B, and +11, labels B and C, charge states are more intense
when the solution contains 30% and 20% MeOH, respectively.

Another way to probe the conformational space of cyt ¢ in
the gas phase is to activate the ions prior to IMS analysis
(Figure 2, right panel). Note that the label in the CIA plots
only shows the deflector voltage (V) as the variable, but the
voltage of the both capillary (V,,) and entrance funnel (V)
regions were increased accordingly using 10 V increments per
experiment. The solution used for these experiments was 10
UM of cyt ¢ in 10 mM NH,Ac, 5% MeOH, and 1%
CH;COOH. Examination of the contour plots exhibited little
variation in the IMS profiles for the +6, +10, and +11 charge
states as a function of the activation energy (Figure 2, right
panel). It is possible that the energy used to activate the ions is
not enough to disrupt the intramolecular interactions from the
hydrogen bond network that holds together the compact
native-like conformations observed in the +6 charge state. The
conformations for the +10 and +11 charge states are already
open, and the additional energy does little to populate more
extended structures. However, it is interesting to note the
changes in the intensity of the IMS bands (labels D and E) for
the +10 charge state relative to the solution obtained profile,
suggesting that, even though all the conformers are observed,
the open conformations are more stable and abundant when
the activation takes place. Inspection of the contour plot for the
+7 charge state showed a broad band, which combines the
compact conformers A and B (Figure 2, right panel). A
stepwise transition between conformations C through F end in
the trapping of two new open conformers (labels G and H)
when the CIA energy is high (ie, V,, = 130 V, V4 = 140V,
and Vi, = 80 V). The IMS profile for the +8 charge state
showed the trapped intermediates observed in solution (labels
A and B) and two generated as the CIA energy increases and
the trapped intermediates are allowed to climb the energy
funnel barriers and populate different local minima (i.e., labels
CandDat V,,, =80V, Vg =90V, Vg, = 30 V and label E at
Vep = 140 V, Vye = 150 V, Vi, = 90 V). The IMS profile for
the +9 charge state also displays a broad transition between
conformers as the solution conditions changes (Figure 2, right
panel). However, when the ions are activated, it is possible to
better distinguish the A, B, and C IMS bands. These results for
the +7, + 8, and +9 charge states show that the transition
between compact and open conformers can be induced via
CIA. That is, when the internal energy of the protein increases
and overcomes the conformational energy barrier, other local
minima are accessible. The CCS and K, values are summarized
in Table S1.
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The high IMS resolving power of the TIMS analyzer allowed
to observe a larger number of IMS bands than those observed
in previous works for charge states higher than +11 (Figure 3
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Figure 3. Bottom: IMS profiles obtained with CIA (blue line), and
without CIA (green line). Top: High resolution IMS profiles for the
+12 to +21 charge states of cyt c.

and Table S2). Moreover, inspection of the +12 to +21 charge
states exhibited a reduction in the number of IMS bands and
narrower distributions when compared to the +8 to +11 charge
states. No major differences are found in the IMS profiles for
the +12 to +21 charge states as a function of the solution
conditions, the activation energy, or the trapping time.
Nevertheless, when compared to previous IMS experiments a
larger number of IMS bands are now separated using TIMS for
the +12 to +21 charge states. Complementary TIMS
experiments with varying cyt ¢ concentration (e.g., 05, 1, S,
and 10 uM) rule out the possibility of IMS bands
corresponding to the formation of multimeric assemblies.
The TIMS data are consistent with previous CCS reports on
cyt ¢ using other IMS variants (Figure S4).

This discussion can be followed by the inspection of the cyt ¢
back-exchange HDX dynamics in the TIMS analyzer (Figure

8761

4). Two HDX incubation time were considered, 3 and 48 h in
D,0, followed by 50 ms TIMS measurement intervals (Figure
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Figure 4. HDX back exchange as a function of the incubation time
(e.g, 3 and 48 h) and the time after desolvation (e.g., 0, 100, and S00
ms), in terms of charge state and CCS in the positive ion mode.
Clustering of the number of kinetically trapped intermediates and the
initial levels of exchange allows the identification of four groups with
different levels of exchange protection (color rectangles and data
points).

SS). IMS resolved HDX data were acquired for all the IMS
bands of the +6 to +13 charge states. In solution, at
physiological conditions (e.g., 37 °C, pH 7.0), most molecules
of cyt ¢ are probably populating the “native” state
conformations (lower minima of the free energy landscape).
Local unfolding events in an excess of D,0O allow the exchange
reaction between amide hydrogens and deuterons by any of the
three well-known mechanisms (i.e., base catalysis, acid catalysis
by N-protonation, and acid catalysis by O-protonation).®>~®*
During the nanoESI process, the cyt ¢ molecules are protonated
in positive jon mode as a function of the degree of exposure of
basic residues. If a low amount of acid is added to the solution,
the conformation of some of the protein molecules is disturbed
from the native state, allowing the fast exchange of usually slow-
exchanging hydrogens. Our results showed independence
between the initial number of deuterons and the charge state
for all the incubation conditions, and the number of initial
deuterons was never close to the maximum number of possible
exchanges (i.e., 196). For example, HDX-TIMS analysis
without trapping (t,,, = 0 ms) and with back-exchange
trapping (tmp = 100—500 ms) showed that the number of
deuterons is independent from the charge state for the two
incubation times considered (Figure 4). The initial number of
deuterons at 48 h is considerably higher than at 3 h, as many of
the nonexposed hydrogen atoms involved in the hydrogen
bond network that preserves the protein structure may have
exchanged during incubation, most likely due to conformational
rearrangements and small movements that expose these
otherwise protected atoms. To generate ions of higher charge
states, a small amount of acid (i.e, 0.1% CH,;COOH) was
added to the incubated solutions (pH 6.88). It is possible that
the addition of a small amount of acid might be enough to
quench, at least in some degree, the exchange reaction between
the exposed slow-exchanging hydrogens and the deuterons
from the solvent, or, as the quenching is not complete, some
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exchange still occurs when the protein unfolds due the
denaturing effect of the acid, which leads to a slight
overestimation of the number of initial deuterons for the
higher charge states. However, the range of HDX-TIMS back-
exchange after 100 ms is narrower at 48 h compared to 3 h; this
result suggests that some hydrogen atoms can slowly exchange
in solution but they are not readily accessible for back-exchange
in the gas-phase. Clustering of the number of conformations
based on the number of deuterons at f,,, = 100 ms revealed
four major conformational groups (Figure 4), which can be
associated with different levels of protection (Figure S6). A
small shortcoming of the current experimental setup is that the
residual water content in the TIMS cell is not controlled or
monitored, leading to potential differences in the total number
of exchanges between experiments due to samples with
different water/D,O content and spraying conditions (example
Figure 4, AD for 3h and 48h of incubation). Most importantly,
it does not alter the features observed within a single
experiment (e.g,, same infusion) where most of the benefit of
HDX-TIMS technique relies (e.g, direct comparison of the
exchange levels between charge states and mobility bands). The
HDX-TIMS back-exchange follows a general declining trend
(Figure SS). For some cases (e.g., + 13 charge state) a bimodal
distribution is observed, where a fast back exchange occurs
within the first 200 ms. Since changes are not observed in the
CCS distribution over the trapping time, we interpret the
bimodal distribution as a consequence of similar conformations
with different charge configuration, and to a lesser extend to
minor conformational rearrangements exposing more hydro-
gens that are not resolved in the CCS domain.

Traditional HDX experiments use the relay-mechanism to
explain the isotopic exchange in the gas-phase via charge-
mediated exchanges in a timely efficient manner® "> The
HDX-TIMS experiments share some analogy with thermal
energy HDX ion—molecule reactions used to probe conforma-
tional differences by Smith and co-workers,”* but HDX-TIMS
back-exchange ion-neutral reactions are performed at lower
pressures (few mbar), larger free mean path, and low energy
transfer per collision. The HDX-TIMS back-exchange relies on
collisions of the kinetically trapped intermediates with residual
water molecules, which can be experimentally tailored by the
velocity of the gas or by the amount of residual water in the
system. Closer inspection to the back-exchange rates for a given
charge state, in both positive and negative ion mode, showed
that as the CCS increases, faster HDX rates are observed
(Figure 4 and Tables S1 and S3). Moreover, similar rates are
observed for conformers of the same conformational state (e.g,
N or MG) regardless of the charge state or polarity (Figure S7).
We interpret these results as a consequence of the accessible
surface area per conformational state. That is, there are regions
on the surface of the protein that allow for the back HDX to
occur, probably determined by the charge sites and distance to
the exchan%e sites as previously suggested by Beauchamp and
co-workers.”> For example, differences in back HDX rates with
the CCS per charge state can be related to different charge
configurations, which based on the position of the charge site
and neighboring amino acids will ultimately define the HDX
rate. Notice that HDX-TIMS experiments are particularly
suitable for the study of cyt ¢ accessible surface area during its
unfolding pathway. Exposed deuterons back-exchange faster
while buried deuterons are protected, providing a better insight
into the structural dynamics of cyt ¢ unfolding. While this initial
set of experiments only give a qualitative view of the hydrogen
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network, charge configuration, and the CCS of the cyt ¢ kinetic
intermediates, further experiments using top-down strategies on
mobility selected HDX time points will permit further
assessment of the intramolecular forces that stabilize the cyt c
kinetic intermediates.

Candidate structures were proposed for all IMS bands
(Figure S). Closer inspection to the candidate structures
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Figure S. Candidate structures proposed for the kinetic intermediates
IMS bands of cyt c. Conformations G and H for the +7 charge state
(dark red background); and C, D, and E (dark green background), for
the +8, and +9 charge states, were obtained after CIA.

permitted the generation of a mechanistic model of the main
intramolecular interactions that define the folding pathways and
their intermediates (Figure S8). For example, inspection of the
candidate structures revealed that major structural differences
are associated with the increase in distance between the N- and
C- terminal helices and the solvent exposure of the heme cavity
at higher charge states are consistent with previous results.”*"°
That is, the +10 charge state structures are characterized by the
destabilization of the secondary structure of the N- and C-
terminal helices and cleavage of the Trp59 and of the Met80
residues and the heme propionate hydrogen bond. It has been
reported that Trp59 and Met80 residues provide a unique
hydrophobic environment to the heme crevice.”””® Without
these interactions, the crevice opens up, exposing Thr78 and
Pro71, which are residues involved in the formation and
stabilization of the heme crevice due a network of hydrogen
bonds around the heme group.”” The interface formed by the
interaction of the helices occurs immediately after the covalent
binding of the heme group to the polypeptide via thioether
bonds.™ Closer inspection of the candidate structures for the

DOI: 10.1021/acs.analchem.7b00844
Anal. Chem. 2017, 89, 8757—8765


http://pubs.acs.org/doi/suppl/10.1021/acs.analchem.7b00844/suppl_file/ac7b00844_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.analchem.7b00844/suppl_file/ac7b00844_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.analchem.7b00844/suppl_file/ac7b00844_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.analchem.7b00844/suppl_file/ac7b00844_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acs.analchem.7b00844/suppl_file/ac7b00844_si_001.pdf
http://dx.doi.org/10.1021/acs.analchem.7b00844

Analytical Chemistry

+6, + 7, and +8 charge states revealed that the 7— interaction
of Phel0 and Tyr97 aromatic groups is lost followed by the loss
of the “peg-in-a-hole” Gly6 and Leu94 interaction, which is also
consistent with previous observations.” For example, the +8
charge state of cyt ¢ showed that Gly6 and Leu94 residues are
interacting while there is a distancing between Phel0O and
Tyr97 residues compared to the structures generated for the +6
and +7 charge states. Moreover, structures for the +8 charge
state displayed an increasing separation between the N- and C-
terminal helices while conserving the interaction between Gly6
and Leu94 residues. The +9 charge state of cyt ¢ showed that
Gly6 residue is no longer interacting with Leu94 residue, and
the +9 conformations exhibited a widening gap between these
two amino acids while conserving the general structure of the
N- and C- terminal helices. It should be noted that when
compared to the myoglobin folding/unfolding pathway,* the
covalent attachment of the heme in cyt ¢ stabilizes the MG and
U intermediate states (less structural flexibility) into more
defined IMS bands.

B CONCLUSIONS

The high mobility resolving power of the TIMS analyzer
allowed the identification of new ion mobility bands for cyt c,
yielding a total of 63 mobility bands over the +6 to +21 charge
states and 20 mobility bands over the —5 to —10 charge states.
Experimental results showed that only 5% methanol and 1%
acetic acid can disrupt the intramolecular interactions (i.e.
hydrogen bond network) that holds together the integrity of
the native conformation. TIMS-MS experiments enabled us to
establish a general trend where the trapped intermediates
increase in CCS as a function of the charge state and the
inspection of the candidate structures proposed for the lower
charge states (i.e, + 6 and +7, and —S and —6) confirmed that
the solution “native” states are retained in the gas-phase. For
the first time using a TIMS analyzer, we describe how the
collisional activation of the desolvated ions permitted the
generation of other conformational states of cyt ¢ that are not
readily accessible by varying the starting solution. Our results
suggest that major structural unfolding motifs were associated
with the distance between the N- and C-terminal helices and
the solvent exposure of the heme cavity.

The possibility of measuring CCS and HDX back-exchange
rates simultaneously, permitted the identification of local
fluctuations which might later be useful in the identification
of features that define the structure of cyt ¢ kinetically trapped
intermediates. The hydrogens exposed in the surface of the
protein, which can be partially involved (or not) in the
hydrogen bond interaction network, are readily exchangeable.
The effect of the rearrangement of the contact points between
secondary structures, which disrupts the hydrogen bond
interaction network but keep the overall integrity of the
protein, allows the identification of the number of hydrogens
completely buried that are not going to exchange because of
their role preserving the native conformation of the protein. In
the case of cyt ¢, changes in the HDX rates were observed as a
function of the CCS for the same charge state, which can be
related to different charge configurations. In particular, for the
first-time experimental evidence based on HDX-TIMS is
provided that support the idea of microheterogeneity durin
HDX as previously suggested by Beauchamp and co-workers,”
where the charge sites and neighboring exchange sites on the
accessible surface area of the protein define the exchange rate
regardless of the molecular ion charge state.
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The HDX-TIMS-MS experiments provide a powerful
analytical tool for the study of protein folding and
intermediates. While major advances are highlighted in the
present case, further improvements by performing top-down
experiments in HDX-TIMS selected intermediates will provide
a more detailed description on the charge configuration for
more accurate candidate structure generation.
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