
This journal is© the Owner Societies 2018 Phys. Chem. Chem. Phys., 2018, 20, 7043--7052 | 7043

Cite this:Phys.Chem.Chem.Phys.,

2018, 20, 7043

Insights from ion mobility-mass spectrometry,
infrared spectroscopy, and molecular dynamics
simulations on nicotinamide adenine dinucleotide
structural dynamics: NAD+ vs. NADH†

Juan Camilo Molano-Arevalo, a Walter Gonzalez,a Kevin Jeanne Dit Fouque, a

Jaroslava Miksovska,ab Philippe Maitrec and Francisco Fernandez-Lima *ab

Nicotinamide adenine dinucleotide (NAD) is found in all living cells where the oxidized (NAD+) and

reduced (NADH) forms play important roles in many enzymatic reactions. However, little is known about

NAD+ and NADH conformational changes and kinetics as a function of the cell environment. In the

present work, an analytical workflow is utilized to study NAD+ and NADH dynamics as a function of the

organic content in solution using fluorescence lifetime spectroscopy and in the gas-phase using trapped ion

mobility spectrometry coupled to mass spectrometry (TIMS-MS) and infrared multiple photon dissociation

(IRMPD) spectroscopy. NAD solution time decay studies showed a two-component distribution, assigned to

changes from a ‘‘close’’ to ‘‘open’’ conformation with the increase of the organic content. NAD gas-phase

studies using nESI-TIMS-MS displayed two ion mobility bands for NAD+ protonated and sodiated species,

while four and two ion mobility bands were observed for NADH protonated and sodiated species,

respectively. Changes in the mobility profiles were observed for NADH as a function of the starting solution

conditions and the time after desolvation, while NAD+ profiles showed no dependence. IRMPD

spectroscopy of NAD+ and NADH protonated species in the 800–1800 and 3200–3700 cm�1 spectral

regions showed common and signature bands between the NAD forms. Candidate structures were

proposed for NAD+ and NADH kinetically trapped intermediates of the protonated and sodiated species,

based on their collision cross sections and IR profiles. Results showed that NAD+ and NADH species

exist in open, stack, and closed conformations and that the driving force for conformational dynamics is

hydrogen bonding of the N–H–O and O–H–O forms with ribose rings.

Introduction

Nicotinamide adenine dinucleotide (NAD) is a ubiquitous
molecule found in all living cells. The structure of NAD consists

of two nucleotides, ribose rings with adenine and nicotinamide,
joined together by a diphosphate bond.1 The oxidized (NAD+)
and reduced (NADH) forms of NAD have important roles in
cellular metabolism, functioning both as hydride-accepting and
hydride-donating coenzymes in over 300 enzymatically catalyzed
oxidation–reduction reactions, which control transcription and gene
expression, DNA repair, regulation of energy metabolism, cell death,
and aging.2–13 Besides serving as a multipurpose coenzyme, NAD is
also used as a substrate of NAD-dependent ligases, NAD-dependent
oxidoreductases, poly(ADP-ribose) polymerase (PARP) and the
NAD-dependent deacetylases of the Sir2p family.7,10,14–18

Numerous human diseases are linked to fluctuations in the
ratio between NAD+ and NADH forms.19 NAD is converted into
NADH mostly in catabolic reactions including glycolysis and
the tricarboxylic acid cycle.20 This delicate balance between the
levels of NAD+ and NADH forms plays an important role in
regulating the intracellular redox state and is often considered
as a readout of the metabolic state as it fluctuates in response
to a change in metabolism.21–25 The fluorescence emission of
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NADH has been used extensively for the study of the redox
status of tissues when the cofactor is bound to enzymes,26–30

while the identification of free and bound NADH is challenging
because the fluorescence decay times are on the sub-nanosecond
timescale.31 Several studies have been focused on the theoretical
structural interrogation of both NAD+ and NADH. Ab initio
calculations were used to evaluate the conformational preferences
of the nicotinamide ring while NAD+ and NADH were bound
to dependent dehydrogenases.32 It was found that the redox
potential of the cofactor is a function of the ribose orientation,
where the glycosidic C–O bond of NAD+ is near the plane of the
nicotinamide ring, while the glycosidic C–O bond of NADH is
nearly perpendicular to the dihydronicotinamide ring. The para-
metrization of empirical force fields for the modelling of NAD was
performed following the methodology used in the development of
CHARMM22 all-hydrogen parameters for proteins, nucleic acids,
and lipids.33 Molecular dynamics simulations of NAD+ in the
presence of different solvents showed the presence of folded and
extended conformation.34

Recently, trapped ion mobility spectrometry (TIMS) was
used successfully in combination with fluorescence time decay
studies and molecular dynamics in order to characterize the
conformational populations of flavin adenine dinucleotide in
solution and in the gas-phase.35 The combination of these
techniques has proven to be a versatile and powerful analytical
workflow in the study of intermediate and equilibrium structures
of biomolecules.35–38 A more recent development of analytical
instrumentation integrating both ion mobility separation and
optical spectroscopy, either in the infrared,39,40 or UV-visible41,42

regions, has been shown to be effective for providing structural
information on mass-selected ions. Infrared free electron lasers (IR
FEL) and optical parametric oscillator/amplifier (OPO/A) benchtop
lasers provide access to a wide frequency range, which allow
recording of vibrational spectra in the mid-infrared and in the
X–H (X = C, N, O) stretching regions, respectively. This so-called
action spectroscopy has been particularly successful for distin-
guishing isomers43,44 and unravelling the hydrogen bonding
association with peptide structuration.45,46

In the present work, NAD+ and NADH forms were studied as
a function of the solution organic content using fluorescence
lifetime spectroscopy, TIMS-MS with collision induced activation
(CIA), IRMPD spectroscopy and molecular dynamic simulations.
Candidate structures were proposed for the kinetically trapped
intermediates based on ion-neutral collision cross sections (CCSN2),
IRMPD spectroscopy, and molecular dynamic simulations. In
particular, this study focuses on describing the differences in
the intramolecular interactions of NAD+ and NADH.

Materials and methods
Materials and reagents

b-Nicotinamide adenine dinucleotide disodium salt hydrate
(EC number 210-123-3) powder was purchased from Sigma-
Aldrich (St. Louis, MO). All solvents and ammonium acetate
salts were of analytical grade or better and purchased from

Fisher Scientific (Pittsburg, PA). Stock solution was prepared in
10 mM ammonium acetate (pH 7.0) and aliquots were diluted
to a final concentration of 10 mM in 100 : 00 to 50 : 50 (v/v)
water–methanol/ethanol solutions in stepwise increments
of 10% organic content. A Tuning Mix calibration standard
(TuneMix, G24221A) was purchased from Agilent Technologies
(Santa Clara, CA). Details on the Tuning Mix structures (e.g., m/z
322 K0 = 1.376 cm2 V�1 s�1 and m/z 622 K0 = 1.013 cm2 V�1 s�1)
can be found elsewhere.47,48

NanoESI-CIA-TIMS-MS analysis

Ion mobility experiments were performed on a custom built
nanoESI-TIMS coupled to a maXis Impact Q-ToF mass spectro-
meter (Bruker Daltonics Inc., MA). A 10 mL aliquot of the
sample solution was loaded in the pulled-tip capillary and
sprayed at 600–1200 V. Details regarding the TIMS operation
and specifics compared to traditional IMS can be found else-
where (the TIMS cell schematics can be found in Fig. S1,
ESI†).48–50 Briefly, TIMS ion mobility separation is based on
holding the ions stationary using an electric field against a
moving gas. The separation in a TIMS device can be described
in the center of mass frame using the same principles as in a
conventional IMS drift tube.51 Since ion mobility separation is
related to the number of ion-neutral collisions (or drift time
in traditional drift tube cells), the ion mobility separation in
a TIMS device depends on the bath gas drift velocity, ion
confinement and ion elution parameters. The mobility, K, of
an ion in a TIMS cell is described as

K ¼ vg

E
� A

Velution � Voutð Þ (1)

where vg, E, Velution and Vout are the velocity of the gas, applied
electric field, elution and last electrode voltages, respectively.
The constant A can be determined using calibration standards
of known mobilities. In TIMS operation, multiple isomers/
conformers are trapped simultaneously at different E values
resulting from a voltage gradient applied across the IMS tunnel
region. After thermalization, isomers/conformers are eluted by
decreasing the electric field in stepwise decrements (referred to
as the ‘‘ramp’’). Each isomer/conformer eluting from the TIMS
cell can be described by a characteristic voltage (Velution). In a
TIMS device, the total analysis time (tTotal) can be described as

tT ¼ ttrap þ
Velution

Vramp

� �
tramp þ tof ¼ to þ

Velution

Vramp

� �
tramp (2)

where ttrap is the thermalization/trapping time, tof is the time after
the ion mobility separation, and Vramp and tramp are the voltage
range and time required to vary the electric field, respectively.37,38

The elution voltage can be experimentally determined by varying
the ramp time for a constant ramp voltage range.

The TIMS funnel is controlled using in-house software,
written in National Instruments Lab VIEW, and synchronized
with the maXis Impact Q-ToF acquisition program.49,50 TIMS
separation was performed using nitrogen as a bath gas at
ca. 300 K, and the gas flow velocity was controlled by the pressure
difference between the entrance funnel P1 = 2.6 mbar, and the
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exit funnel P2 = 1.0 mbar. P1 and P2 values were kept constant
for all experiments. The same rf (880 kHz and 200 Vpp)
was applied to all electrodes including the entrance funnel,
the ion mobility separating section, and the exit funnel. The
TIMS cell was operated using a fill/trap/ramp/wait sequence
of 10/10/100–500/50 ms.49,50

Mobility values (K) were correlated with CCS (O) using the
equation:

O ¼ ð18pÞ
1=2

16

z

kBTð Þ1=2
1

mI
þ 1

mb

� �1=2
1

K

760

P

T

273:15

1

N�
(3)

where z is the charge of the ion, kB is the Boltzmann constant,
N* is the number density of the bath gas and mI and mb refer to
the masses of the ion and the bath gas, respectively.51 All
resolving power (R) values reported herein were determined
from Gaussian peak fits of the features in the TIMS distribu-
tions (R = O/DO) using OriginPro (version 9.3.226). The FWHM
of the mobility band was used to calculate the DO.

Collision induced activation (CIA) experiments were performed
to assess the effect of the activation energy on the conformational
space of NAD. Soft activation energy conditions were implemen-
ted to study the memory effect from the starting solution (capillary
(Vcap): 50 V; deflector start (Vdef): 60 V; entrance funnel (Vfun): 0 V).
For CIA experiments, the energy conditions were increased
by increasing the voltage of each region by 10 V (Vcap: 190 V; Vdef:
200 V; Vfun: 150 V). A total of 500 accumulations and 10 frames
were acquired per ramp time (e.g., Tramp = 100–500 ms).

Photo-physical characterization of NADH in solution

All fluorescence measurements were conducted using a PC1-
ChronosFD custom instrument (ISS, Champaign Illinois). NAD
was used without further purification and diluted from powder
maintained at �20 1C into 10 mM ammonium acetate buffer at
pH 8 and 100 mM concentration, and ethanol or methanol was
added in the desired v/v ratio. All measurements were con-
ducted at a room temperature of B18 1C. Steady-state emission
spectra were obtained by exciting the sample with 350 � 4 nm
light along the 2 mm path of a 2 � 10 mm quartz cuvette, and
the emission was collected through a vertical polarizer with an
emission bandwidth of �4 nm. Fluorescence and anisotropy
decay experiments were performed in the frequency domain
mode. NADH solutions were excited using a 370 nm intensity
modulated laser diode and fluorescent emission was collected
using a 400 nm long pass filter (Andover, Salem, NH). A solution
of POPOP (1,4-bis(5-phenyloxazol-2-yl)benzene) in ethanol was
used as a lifetime reference. Polarizers were set at the magic
angle configuration for the lifetime measurements.52 Modulation-
phase data were analyzed using GlobalsWE software (Laboratory
of Fluorescence Dynamics, Irvine, CA)53 and the w2 parameter
was used as a criterion for goodness of fit.54

ESI-FT-ICR MS-IRMPD analysis

Mass spectrometry and infrared action spectroscopy experiments
were carried out employing a 7 T Fourier transform ion cyclotron
resonance (FT-ICR) mass spectrometer (Apex Qe, Bruker) coupled

with tunable infrared lasers at the CLIO facility (Orsay, France).
A detailed layout of this experimental apparatus is described
elsewhere.55 Mass-selected ions were accumulated in an argon
pressurized linear hexapole ion trap. Ions were then pulse
extracted and stored in the ICR cell where they were irradiated
with infrared light. Infrared action spectroscopy was carried out
by monitoring the intensities of the precursor (Iprecursor) and the
resulting fragment ions (Ifragment) as a function of the laser
wavenumber. The infrared action spectra were obtained
by plotting the photo-dissociation efficiencies, defined as ln
(1 +

P
Ifragment/Iprecursor), as a function of the laser wavenumber.

The infrared action spectra of NAD+ and NADH were recorded
in the 3200–3700 cm�1 spectral range using an optical para-
metric oscillator/amplifier (OPO/A from Laser Vision, Bellevue,
WA) benchtop laser.56 The irradiation time was 1 s. In order
to enhance the infrared induced fragmentation efficiency, an
auxiliary broadband CO2 laser (BFI Optilas, Evry, France) was
used.57 The CO2 pulse length was 500 ms for both NAD+ and
NADH. Infrared spectroscopy in the 800–1800 cm�1 spectral
range was performed using the free electron laser (FEL, from
CLIO, Orsay, France).58 The irradiation time was set to 700 ms
for both NAD+ and NADH to record vibrational spectra in the
mid-infrared region.

Theoretical calculations

A pool of candidate structures was proposed for the IMS bands
observed in the nESI-TIMS-MS experiments. Briefly, consecu-
tive molecular dynamic simulations were used to reproduce the
experimental conditions (e.g. ‘‘TIMS’’ thermostat). In order
to generate the initial pool of structures that populate the
conformational space, the simulations were run at different
temperature settings (e.g. 300–2500 K, with 100 K increases).
This approach is equivalent to that previously described by
Fernández-Lima and co-workers.59 Molecular dynamics simula-
tions of annealing and geometry optimization cycles were
carried out in a NVT thermostat using the AMBER0360 force
field in YASARA software.61 Every simulation was run for 10 ns
and 400 snapshots per simulation were obtained. Final struc-
tures were optimized at the DFT/B3LYP/6-31G* level using
Jaguar (Schrödinger, LLC, Cambridge, MA).62 Vibrational
frequencies were calculated and scaled by 0.961, according to
the Computational Chemistry Comparison and Benchmark
DataBase NIST.63 Zero-point energy corrections were applied
to the relative stability analysis between the structures. Theore-
tical ion-neutral collision cross sections were calculated using
MOBCAL version for helium,64,65 nitrogen,66 and the software
package IMoS.67,68 Partial atomic charges were calculated using
the Merz–Singh–Kollman scheme constrained to the molecular
dipole moment.69,70

Results and discussion

nESI-TIMS-MS analysis of NAD showed protonated and sodiated
molecular ions (Fig. 1). The most abundant [M + H]+ and [M + Na]+

ions correspond to the reduced form, NADH (M = C21H29N7O14P2),
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while similar molecular ions were observed for the oxidized
form, NAD+ (M = C21H27N7O14P2).

Different starting solvent conditions were considered to
simulate potential differences in the cell environment of NAD,
which could lead to rearrangements in the conformational space
(e.g., high/low organic). That is, nESI-TIMS-MS as a function of
the organic content in solution (e.g. 0–50 mM NH4Ac, 0–50%
MeOH or EtOH) and activation energy (CIA-TIMS-MS) showed
multiple IMS bands for the protonated and sodiated species of
NAD+ and NADH (labels A–J in Fig. 2). Inspection of the ion
mobility profile for [MNADH + H]+ showed four mobility bands
(labels A–D) for all starting solutions. Moreover, the relative
abundance of B was greater when the solution contained NH4Ac

or EtOH, while C was more abundant when MeOH was added
to the starting solution. For [MNADH + Na]+ (labels E and F),
the intensity of E was slightly greater than F in the NH4Ac
solution, considerably greater when MeOH was added, and
smaller than F when EtOH was added. These changes in the

Fig. 1 Structures of the oxidized (M = C21H27N7O14P2) and reduced
(M = C21H29N7O14P2) NAD forms. Typical MS spectra of protonated and
sodiated molecular ions of both NAD species are shown.

Fig. 2 Ion mobility profiles of NAD (ttrap = 500 ms) as a function of the
organic content in the starting solution (blue panel) and the collision
induced activation energy (red panel). Labels A–D are assigned to the IMS
bands of the NADH [M + H]+ species; E and F to NADH [M + Na]+ species;
G and H to NAD+ [M + H]+ species; and I and J to NAD+ [M + Na]+ species.
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relative abundances of the mobility bands suggest that, at the
molecular level in solution, the interaction with the organic
molecules drives the equilibria between the multiple conformations.
Major differences in the relative abundances of the ion mobility
profiles for [MNAD+ + H]+ (labels G and H), and [MNAD+ + Na]+ (labels I
and J) were not observed as a function of the starting solution
conditions (Fig. 2) and the trapping time (e.g.; 100–500 ms, data
not shown). This suggests that the species formed during the
nanoESI process are stable in the TIMS-MS experiments time scale,
and that the solvation effects of the organic molecules are not
enough to favor conformational interconversion of the oxidized
NAD. Moreover, no changes in the CCSN2 values were observed
as a function of the organic content in the starting solutions,
which suggests that the observed ion mobility bands corre-
spond to different conformations of NAD and not to organic
solvent clustering with the molecular ions in the gas-phase.

Further sampling of the conformational space of NAD in the
gas phase was performed via collision induced activation (CIA)
prior to the ion mobility separation (Fig. 2, red panel). While
the same number of mobility bands were observed as a func-
tion of the CIA condition, some changes in the relative abun-
dances of the mobility bands were observed; we interpret this
variation as the interconversion between the most energetically
favorable conformational populations. Moreover, population
interconversion between NADH mobility bands was observed
as a function of the trapping time (e.g., 100–500 ms) and the
organic content (e.g., MeOH and EtOH) for the protonated and
sodiated species (Fig. 3). Inspection of the mobility profiles
showed a decrease (red pattern area under the curve) of B for
[MNADH + H]+, favoring the increase (blue pattern area under
the curve) in the abundance of C. Similarly, inspection of the
profiles for [MNADH + Na]+ showed that the relative abundance
of E increased while the abundance of the F mobility band
decreased. These results suggested that kinetically trapped
intermediates can interconvert into other local free energy
minima after thermalization in the TIMS cell.71 The effect of
the nature of organic content on the conformational space was
observed by changes in the starting relative abundance of the
mobility bands, for example, B and C mobility bands for
[MNADH + H]+ and E and F mobility bands for [MNADH + Na]+

showed different relative abundances with the starting solution
organic content (MeOH vs. EtOH).

The heterogeneity of NAD in solution was characterized by
measuring the NAD lifetime as a function of the organic content
(e.g., 10–70% methanol and ethanol) using frequency domain
fluorescence spectroscopy (Fig. 4). The data were analyzed using
a double exponential decay model and the results are summar-
ized in Table S1 (ESI†). Two different components that can be
attributed to different conformational groups were resolved:
a fast decaying component of 0.3 ns, attributed to the inter-
mediates with a ‘‘closed’’ conformation; and a slow component
of 0.94 ns, attributed to the intermediates belonging to both
‘‘stack’’ and ‘‘open’’ conformations.31 Inspection of Fig. 4 shows
that a change in the solution dielectric constant with the organic
content alters the fraction of the ‘‘stack’’ and ‘‘open’’ conforma-
tions. A comparison between methanol and ethanol showed fast

and slow decay times, but a faster change in the fast/slow ratio
for ethanol when compared to methanol. These observations are
in good agreement with the trends observed during the TIMS-MS
analysis (i.e., kinetic trapped intermediates, Fig. 3) and support

Fig. 3 Typical IMS and interconversion plots as a function of the trapping
time and starting solvent conditions (70 : 30 H2O : MeOH and H2O : EtOH)
for NADH [M + H]+ and [M + Na]+ species.
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the hypothesis that ‘‘memory effects’’ of the starting solution can
be retained in the mobility profiles using ‘‘soft’’ conditions in
transmission settings in the TIMS-MS experiments.

Complementary studies of NAD+ and NADH using IRMPD
spectroscopy permitted the interrogation of the chemical local
environment of the gas-phase ions (Fig. 5). A comparison of IR
spectra of NAD+ and NADH protonated species showed the
presence of common as well as signature bands. A tentative
assignment of the observed infrared bands and the atoms
involved in the intramolecular interactions of the protonated
species of NAD+ and NADH is proposed in Tables S3 and S4
(ESI†). In the high energy range (e.g., 3300–3700 cm�1), the
bands observed at B3660 cm�1 were present for both NADH
and NAD+ forms and were assigned to free phosphate OH
stretches (Fig. 5).72 The bands observed near B3560 cm�1 are
typical signatures of free NH2 asymmetric stretches.73 Two
other common bands between NAD+ and NADH were observed
at B3430 and B3540 cm�1, and could be tentatively assigned
to N–H–O and O–H–O stretch interactions, respectively.74,75

Fig. 4 Emission spectra of NAD as a function of the organic content. In
the inset, changes in the pre-exponential factor (a) are shown as a function
of organic content for the fast (t0) and slow (t1) components.

Fig. 5 Experimental and theoretical IRMPD spectra for the protonated NADH (blue) and NAD+ (red) forms. The three lowest energy candidate structures
per mobility band and corresponding IR spectra are shown. The boxes represent simplified calculated IR spectra to facilitate the visualization (complete
calculated IR spectra are provided in Fig. S8, ESI†).
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Clear evidence for changes in the hydrogen bonding
network between NAD+ and NADH could be observed in the
OPO spectral range. While no band was observed in the case of
NADH, a band at B3480 cm�1 was observed for NAD+. The
B3480 cm�1 band could be assigned to red-shifted alcohol
OH stretches. This assignment was further supported by the
differences in the infrared spectra of NAD+ and NADH in the
800–1800 cm�1 spectral range. In fact, the PQO stretch band
was red-shifted (B1290 cm�1) for NAD+, compared to NADH for
where the corresponding band (1335 cm�1) is typical of free
PQO stretch and is indicative of the presence of an O–H–O stretch
interaction (Fig. 5). In addition, the IRMPD spectra of NADH
exhibited P–OH bend and stretch bands in the 900–1000 cm�1

spectral range, while these bands were observed with very low
intensity in the case of NAD+. Moreover, the IRMPD spectra of
NAD+ showed two signature bands at 1110 and 1255 cm�1, not
present in the case of NADH, corresponding to the PO2

�

symmetric and asymmetric stretches, respectively. That is, the
P–OH stretch and P–OH bend bands in the IRMPD spectra of
NADH suggest a non-zwitterionic form, while characteristic
bands of PO2

� asymmetric and symmetric stretches in the case
of NAD+ suggest that at least one of the phosphate groups is not
protonated. In addition, a comparison between IRMPD and
FTIR spectroscopy of NAD+ in solution at low pH showed
similar profiles in the 900–1300 cm�1 spectral range.76 In fact,
Nadolny and co-workers confirmed that the protonation of
NAD+ is located on the adenine residue (labeled N9 in Fig. S9,
ESI†) and that no additional proton is bound to the phosphate
group with decreasing pH.

Further interpretation of the TIMS-MS and IRMPD spectra
was assisted by the theoretical CCSN2 and IR profiles from
candidate structures obtained from molecular dynamics simula-
tions (Fig. 5 and Tables S3, S4, ESI†). The selection of candidate
structures was performed by comparing the three lowest energy
candidates per IMS band observed (CCSN2 within 5% error)
and their calculated IR spectra. The candidate structures of the
protonated NAD species can be grouped into three main con-
formational families: ‘‘close’’ (structures A and G in Fig. S2 and
S6, ESI†), ‘‘stack’’ (peaks B and C in Fig. S3 and S4, ESI†), and
‘‘open’’ (peaks D and H in Fig. S5 and S7, ESI†). Note that the
atoms in the structures of NAD+ and NADH are numbered to
facilitate the visualization of the intramolecular interactions
(Fig. S9, ESI†). IRMPD spectra contain information about all the
potential conformers, candidate structure assignment assumed
that for each mobility band, the proposed structure can match
most but not necessarily all the IRMPD bands.

Further inspection of the candidate structures revealed
more details on the intramolecular interactions of the kineti-
cally trapped intermediates species of NADH and NAD+. In fact,
theoretical calculations indicated intramolecular interactions
involving N2–H–O11 and O5–H–O11 for the two common bands
observed at B3430 and B3540 cm�1 (Fig. S10 and Tables S3–S6,
ESI†). Furthermore, the characteristic band of NAD+ observed
near B3480 cm�1 is defined by an O3–H–O6 intramolecular
interaction. Theoretical calculations of the candidate structures
(Fig. S2–S7, ESI†) also showed common as well as signature

intramolecular interactions in both NADH and NAD+ (Fig. S10
and Tables S5, S6, ESI†). For example, the O6–H–O10, O6–H–O11,
O6–H–N9, N8–H–O12 and O4–H–O6 intramolecular interactions
appeared to be specific to NADH, while the N2–H–O5, O5–H–N7,
O6–H–N7, N2–H–O6 and O3–H–O6 intramolecular interactions
are involved in its NAD+ form. In addition, this information allowed
us to determine the specific intramolecular interactions involved
in the three main conformational families (Fig. S11, ESI†). The
O6–H–O10 and N2–H–O6 intramolecular interactions appeared to
be specific to the ‘‘closed’’ conformation, while the N8–H–O12 and
O5–H–N7 intramolecular interactions are specifically involved in the
‘‘stack’’ and ‘‘open’’ conformations, respectively. Common intra-
molecular interactions to the three conformational families are also
highlighted implying O1–H–N8, O5–H–O11 O5–H–N9, and N2–H–O11

stretch interactions.
While IRMPD spectroscopy studies are only reported for the

protonated forms of NAD, the comparison between the experi-
mental and theoretical data of the sodiated species was limited
to the CCSN2 structural assignment. As for the protonated
species, the lowest energy three candidate structures were
selected per IMS band for the sodiated species (Fig. S12–S15
and Table S2, ESI†). Inspection of the candidate structures of the
sodiated NAD species revealed that they can also be categorized
in the three main conformational families: ‘‘close’’ (structures I,
Fig. S14, ESI†), ‘‘stack’’ (structures E and J, Fig. S12 and S15,
ESI†) and ‘‘open’’ (structures F, Fig. S13, ESI†). A detailed
analysis of the sodiated candidate structures revealed the intra-
molecular interactions that stabilize the gas-phase ions (Fig. S16,
ESI†). For example, the candidate structures for E and J bands
indicated a parallel/antiparallel orientation between the nicoti-
namide and adenine moieties corresponding to the interactions
between O1–H–N8, O10–H–O12 and O11–H–O12 maintaining the
‘‘stack’’ conformation; for all structures the most stable configura-
tions corresponded to the metal position in the adenine group
(Fig. S12 and S15, ESI†). The candidate structures for the I band
showed a close interaction between the nicotinamide and adenine
moieties involving intramolecular interactions between O1–H–N8,
O1–H–O10, O1–H–O11, and O6–H–O10 that stabilize the ‘‘close’’
conformation. In these interactions, the sodium cation is in
proximity to the diphosphate group, instead of the adenine group,
as observed in the ‘‘stack’’ conformers (Fig. S14, ESI†). For the
candidate structures for the F band, the ‘‘open’’ conformations are
stabilized by intramolecular interactions between O5–H–O10 and
O5–H–O11, where the main stabilization factor relies on the inter-
actions between the members of the diphosphate group, while the
sodium cation is located in the adenine group (Fig. S13, ESI†).
While both sodiated NAD forms displayed a ‘‘stack’’ conformation,
it appears that the ‘‘close’’ and ‘‘open’’ conformations are specific
to the sodiated NAD+ and NADH, respectively. In summary, the
theoretical modelling suggests that the O1–H–O10 and O1–H–O11

intramolecular interactions appeared to be specific to the ‘‘close’’
conformation, while the O10–H–O12, O11–H–O12 and O5–H–O10,
O5–H–O11 intramolecular interactions are specifically involved in
the ‘‘stack’’ and ‘‘open’’ conformations, respectively.

While this information mostly reflects the findings made in
the gas-phase (e.g., TIMS-MS and IRMPD experiments), it can
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be extrapolated to better understand the possible mechanism
that drive the conformational changes in solution, especially
when memory effects of the solution conditions and similar
trends to fluorescence lifetime spectroscopy and IRMPD were
observed.

Conclusions

This work highlights an analytical workflow for complementary
solution and gas-phase studies of biomolecules that utilizes
fluorescence lifetime spectroscopy, trapped ion mobility spectro-
metry coupled to mass spectrometry (TIMS-MS), infrared
multiple photon dissociation spectroscopy (IRMPD) and mole-
cular dynamics simulations. The high resolving power of TIMS-
MS permitted the separation of multiple IMS bands and retain
the solvent ‘‘memory’’ as shown with the variation of the
starting organic content. IRMPD permitted the assignment of
intramolecular interactions and highlighted the main differences
between the oxidized and reduced NAD forms. The IRMPD
spectra of NADH suggest a non-zwitterionic form, while charac-
teristic bands of PO2

� symmetric and asymmetric stretches in
the case of NAD+ suggest that at least one of the phosphate
groups is not protonated. For the first time, the intramolecular
interactions that stabilize the conformational space of NAD+

and NADH as well as the specific intramolecular interactions
involved in the three main conformational families are
described. The results obtained from the study of NAD in both
solution and in the gas-phase, and the conformational explora-
tion using molecular dynamics show that NAD+ and NADH
species can exist in ‘‘open’’, ‘‘stack’’, and ‘‘closed’’ conforma-
tions for both the protonated and sodiated forms, and that the
driving force for the structural stability of each group and their
conformational dynamics is hydrogen bonding. This work
allows a better understanding of the structures involved in
the biologically active NAD and could be used to parametrize
and validate structure-based drug design approaches. This
study highlights the need to further integrate TIMS-MS and
IRMPD measurements in a single experiment to better differ-
entiate the motifs that stabilize different mobility bands as
suggested by others.39,40
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