
CHAPTER 1

Introduction

Electromagnetic radiation is an omnipresent part of our lives. Take
a look around you. The fact that you can see, and interpret in as-
tonishing detail, both your immediate and distant surroundings is
made possible by radiation arriving at your eyes from every pos-
sible direction. Because the properties of this radiation, including
both intensity (brightness) and spectral characteristics (color), are
strongly influenced by its interactions with matter, you are able to
instantly distinguish objects, faces, textures, material compositions,
and many other details, some as small (in relative terms) as the pe-
riod at the end of this sentence or the shape of a bird perched on a
distant telephone wire.

1.1 Relevance for Climate and Weather

By now, if you are a student of atmospheric science, you are proba-
bly already aware of the distinction between adiabatic and diabatic
processes in the atmosphere. It is common — because it is so conve-
nient — to idealize many dynamic and thermodynamic processes as
adiabatic. That is to say, it is often assumed that there is no signif-
icant energy exchange between the air parcel under consideration
and its surrounding environment. In fact, this is not a bad assump-
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tion for processes taking place in the free atmosphere on time scales
of a day or less. Over longer time periods, and even over short time
periods (hours or less) in close proximity to the earth’s surface, di-
abatic processes cannot be ignored. One such process is thermal
conduction, which is quite slow in air except in the presence of very
large temperature gradients — i.e., a degree per centimeter or more.
Another diabatic process is latent heating and cooling in connection
with the phase changes of water – melting, freezing, evaporation,
condensation, etc. Although latent heating is a very important fac-
tor in cloud and precipitation formation, it operates only intermit-
tently and, conveniently, it can almost always be understood and
computed entirely in terms of local thermodynamic and microphys-
ical processes.

Atmospheric radiation, the subject of this book, is the sole en-
ergy exchange process that operates both continuously throughout
the atmosphere and over long distances. The fact that net heating
or cooling due to radiation depends strongly on nonlocal processes
greatly complicates the problem of computing this diabatic heating
term in weather prediction and climate models. It is also one of sev-
eral reasons why an entire textbook can be devoted to the subject
and still only scratch the surface in terms of both the implications
and applications (e.g., satellite remote sensing) of atmospheric ra-
diative transfer processes.

1.1.1 Solar Radiation

When you go outside and look up at the sky, you are directly ob-
serving one form of atmospheric radiation. In fact, all of the natural
light you can see during the day — and a great deal that you can’t
— originates from the sun, and we refer to this as solar radiation.
It is of course the absorption of solar radiation by the atmosphere
and the earth’s surface that is ultimately responsible for maintain-
ing the atmosphere’s overall temperature structure, including the
horizontal gradients that drive atmospheric circulations. If the sun
were switched off, the world would quickly chill to the point where
it would sustain neither life nor even wind and weather.

Not all of the radiation arriving from the sun is visible to the eye.
For example, a significant fraction of solar radiation arrives in the
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form of infrared (IR) radiation. Although the cloud-free atmosphere
is rather transparent to visible radiation, it is somewhat less so to
solar IR radiation. Furthermore, clouds and snow cover, both of
which are highly reflective to visible radiation and therefore appear
bright white to the eye, would appear rather dark to an eye capable
of perceiving only IR radiation.

Ultraviolet (UV) radiation, another invisible component of solar
radiation, is responsible for the burn you get when you spend too
much time exposed to the sun. It also plays a key role in the forma-
tion of smog in industrialized regions of the world. In its harsher
forms, UV radiation can injure or kill living organisms. Fortunately,
oxygen and ozone in the upper levels of the atmosphere attenuate
the worst components of solar UV radiation, protecting life at the
surface from its most damaging effects. Ironically, ozone itself is a
product of the interaction of UV radiation with ordinary oxygen.
Indeed solar UV radiation plays a decisive role in almost all aspects
of the chemistry of the atmosphere.

1.1.2 Thermal Infrared Radiation

There are other forms of invisible EM radiation that continuously
flood your surroundings, both day and night, but do not originate
directly from the sun. The most important of these is also classified
as infrared, but is often called thermal IR radiation to distinguish it
from the solar variety. You personally experience the effects of long-
wave IR radiation whenever you feel warmth radiating on your face
from a hot oven across the kitchen even though the temperature of
the intervening room air is moderate. Even when we are not directly
conscious of it in this way, every object and surface in our surround-
ings, including the air itself, is constantly exchanging energy in the
form of thermal IR over both short and long distances.

Thermal IR plays a major role in the redistribution of heat en-
ergy within the atmosphere and between the surface and the atmo-
sphere. It is also the mechanism by which the earth-atmosphere sys-
tem invisibly sheds excess heat back to space. Without this mecha-
nism, the earth and atmosphere would continue to heat up indefi-
nitely as they absorbed more and more solar radiation from the sun.
It is also the downward emission of thermal IR by clouds and water
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Fig. 1.1: Annual average radiation budget as a function of latitude.

vapor in the lower atmosphere that explains why nighttime tem-
peratures do not fall nearly as sharply on humid or overcast nights
than they do on clear, dry nights.

1.1.3 The Global Heat Engine

In broadest terms, the importance of radiation for weather and cli-
mate can perhaps best be appreciated by examining Fig. 1.1. The top
two curves represent the long-term zonally averaged distribution of
absorbed solar radiation and outgoing longwave radiation, as seen
at the top of the atmosphere. The bottom curve depicts the differ-
ence between the input of energy from the sun and the loss of energy
to space. In the tropical belt, more energy is received from the sun
than is lost to space in the form of longwave radiation. If there were
no compensating processes at work, the tropical belt would con-
tinue to heat up to well above its current temperature, and the poles
would plunge to even lower temperatures than exist there now. The
net effect of this radiative imbalance is the creation of a meridional
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temperature gradient.
Horizontal temperature gradients in a fluid such as our atmo-

sphere inevitably create pressure gradients that in turn initiate cir-
culations. These fluid motions serve to reduce the temperature gra-
dient by transporting heat from warm to cold regions. In fact, they
intensify until the net horizontal heat transport exactly offsets (on
average) the imbalance in radiative heating and cooling. All circula-
tions observed in the ocean and atmosphere — from ocean currents to the
Hadley circulation to extratropical cyclones to hurricanes and tornadoes
— can be viewed as mere cogs in a huge and complex machine serving this
higher purpose.

In fact, if you have previously taken a course in thermodynam-
ics, you might recall that a heat engine is defined as a system that
converts a temperature gradient into mechanical work. It does this
by taking in heat energy at a high temperature and discharging the
same amount of heat at a cooler temperature. If you take a second
look at Fig. 1.1 you will agree that that is exactly what is occurring
in the earth-atmosphere system: a net intake of heat energy in the
warm tropics and a net discharge of heat from the cool polar re-
gions.

Problem 1.1: Referring to Fig. 1.1:
(a) Estimate the latitude LC where the net radiation crosses over

from positive to negative in the Northern Hemisphere. Through that
point, use a straightedge to sketch a line that best fits the trend in net
radiation toward the North Pole. Find the value Qnp of the net radi-
ation where your straight line intercepts the right axis. Use the two
pieces of information to find the linear equation that approximately
describes the net radiation (in W m−2) as a function of latitude L
between 10◦N and the North Pole.

(b) The latitude LC is where the northward transport of heat by
the atmosphere and ocean is at a maximum in that hemisphere. Ex-
plain why.

(c) The rate of meridional heat transport at that latitude equals
the total radiation deficit integrated over the surface area of the earth
from LC to the North Pole. Compute this value using the equation
you obtained in part (a), keeping in mind that a unit change in lati-
tude is not proportional to a unit of surface area.

(d) Convert your result to a power per unit distance (east or west
along the line of constant latitude at LC), using units of kilowatts per
kilometer. The mean radius of the earth RE = 6373 km.



6 1. Introduction

Incoming

solar energy

100%

Reflected by

atmosphere

6%

Reflected

by clouds

20%

Reflected from

earth's surface

4%

Radiated to space

from clouds and

atmosphere

Absorbed by

atmosphere 16%

Absorbed by

clouds 3%

Conduction and

rising air 7%

Absorbed by land

and oceans 51%

64% 6%

Radiated

directly

to space

from earth

Radiation

absorbed by

atmosphere

15%

Carried to clouds

and atmosphere by

latent heat in 

water vapor 23%

Earth's Energy Budget

Fig. 1.2: Components of the globally averaged energy budget expressed as per-
centages of the incoming solar radiation. Redrafted from an illustration by J.T. Kiehl
and Kevin E. Trensberth.

1.1.4 Components of the Earth’s Energy Budget

Just as we looked at how incoming and outgoing radiation is par-
titioned, on average, between high and low latitudes, we can also
break the energy budget down in terms of average exchanges within
the earth-atmosphere system. Fig. 1.2 schematically depicts the fate
of the solar radiation that is intercepted by the earth. Approximately
30% is immediately reflected back to space by the atmosphere,
clouds, and the surface. The remaining 70% is absorbed. Almost
three-quarters of that radiation is absorbed by the land and ocean
surfaces; the remainder by the atmosphere (including clouds).

Of the energy absorbed by the surface, a mere tenth is emitted
right back to space and lost forever. The remainder is transferred
to the atmosphere, either by conduction of sensible heat, evapora-
tion of water (which carries latent heat of vaporization), or via the
emission and reabsorption of radiation.

Ultimately, the atmosphere itself is responsible for radiating
about nine-tenths of the total absorbed solar energy back to space.
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The loss of radiation to space is the major cooling term in the atmo-
spheric energy budget, offsetting the direct or indirect heating from
the ground and (to a lesser extent) the direct absorption of solar
radiation. The magnitude and vertical distribution of this cooling
at any given location and time depends on the profile of tempera-
ture, humidity and cloud cover, among other variables. When it oc-
curs mainly at high altitudes, it helps to destabilize the atmosphere,
making verical convection more likely. When it occurs near ground
level, the effect is to stabilize the atmosphere and suppress convec-
tion.

By now, you should be persuaded that it is impossible to under-
stand, let alone accurately predict, the medium- to long-term evolu-
tion of weather or climate without accounting for radiative transfer
processes in the atmosphere. Even on very short time scales (hours),
radiative absorption and emission at the earth’s surface and at the
bases and tops of cloud layers have noticeable effects on everyday
weather. Key examples are the initiation of convection by solar heat-
ing, and the formation and subsequent evaporation of frost, dew,
and ground fog. In general, the longer the time scale, the more de-
cisive radiative processes become at all levels in the atmosphere.

Problem 1.2: Averaged over the globe, about 342 W m−2 of solar
radiation is incident on the top of the earth’s atmosphere. Using the
information in Fig. 1.2, compute the average rate at which the atmo-
sphere (including clouds) would be heated by direct absorption of
solar radiation if there were no other processes at work. Hint: You
will need the values of g, p0, and cp from the back of the book. Com-
bine these with the rate of absorbed solar radiation to find a value
that can be expressed in degrees per day.

1.2 Relevance for Remote Sensing

I have just outlined the role that atmospheric radiation plays in re-
distributing energy over potentially long distances, both within the
atmosphere and between the earth-atmosphere system and outer
space. But that is not the whole story. EM radiation carries not
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only energy but also a wealth of information about the environment
within which it originated and through which it subsequently prop-
agated. Since the early 1960s, virtually all areas of the atmospheric
sciences have been revolutionized by the development and appli-
cation of remote sensing techniques — that is, measurements of at-
mospheric properties and processes at a distance, using radiation
sensors placed in space, on aircraft, and/or on the earth’s surface.

As we shall see, the interactions of various forms of EM radia-
tion with the environment are extremely rich and complex. Conse-
quently, there are few important atmospheric variables that cannot
be directly or indirectly estimated from the vantage point of a satel-
lite in orbit if one is clever enough in the design of both the instru-
ment and the analytical techniques. Today, there are large parts of
the globe — especially the oceans, polar regions, and sparsely popu-
lated land areas — where meteorologists depend almost entirely on
satellite observations for up-to-date information about temperature
and humidity structure, wind, cloud cover, precipitation, etc.

The three images in Fig. 1.3 give just a hint of the variety of in-
formation contained in satellite observations of the atmosphere at
different wavelengths. Panel (a) is a snapshot of the Eastern Pacific
at a wavelength in the visible part of the spectrum. This is essen-
tially the view of Earth you would see with the naked eye if you
were on board a spacecraft, except that it’s in black and white. The
source of the illumination is of course the sun, and brightest areas
in the image correspond to highly reflective features, such as clouds
and snow. The ocean, which is not very reflective of sunlight, ap-
pears very dark. Land areas fall in between. Images of this type
are primarily useful for observing the extent and evolution of cloud
features associated with storms and other atmospheric circulations.
Also, by observing the cloud coverage over time, it is possible to es-
timate what fraction of the sun’s energy, on average, is absorbed by
the earth and atmosphere.

Panel (b) shows the same scene but the image was taken at an
infrared wavelength for which the cloud-free atmosphere is very
transparent. The shades of gray in this image give an indication
of the temperatures of the various surface and cloud features visible
from space. Light shades correspond here to cold temperatures, and
dark shades correspond to warm temperatures. Note that many of
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a) Visible, 0.65 µm b)  IR window, 10.7 µm

c) IR water vapor band,  6.7 µm

Fig. 1.3: Geostationary satellite images of the Eastern Pacific taken at the same time
but at three different wavelengths.

the bright clouds seen in panel (a) appear dark in panel (b), indi-
cating that their tops occur at a low, warm altitude. Other clouds,
such as those in the upper center of the image, appear bright, indi-
cating that they have high, cold tops. Rain clouds are usually deep
and therefore have cold tops, so infrared images can often help dis-
tinguish deep precipitating clouds from shallow nonprecipitating
clouds. The California lowlands appear as the darkest shade, so we
can conclude that they have the warmest temperatures in this im-
age. The Sierra Nevada mountain range, however, is visible as a
light streak parallel to the coast, because the surface temperatures
at high elevations are much cooler than those in the lowlands.

Panel (c) is very similar to panel (b) except that it was taken at an
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infrared wavelength for which water vapor is nearly opaque. The
temperature patterns we see in this case correspond to the tempera-
ture of the atmosphere at some level above the majority of the atmo-
spheric water vapor. Where the image shade is bright, the temper-
ature is cold, and we can infer that the atmosphere is humid over a
fairly deep layer; where it is dark, the atmosphere must be quite dry,
because we are observing radiation emitted from the lower, warmer
levels of the atmosphere.

This book will not delve too deeply into the details of atmo-
spheric radiation as it relates specifically to remote sensing tech-
niques and applications — for that, I recommend the book by G.
Stephens (hereafter S941). However, once you have mastered the
basic radiative transfer facts and principles covered in the following
chapters, you will be well prepared for further study in this area.

1Abbreviations like S94 will be used as a shorthand for the textbooks recom-
mended for further reading. See Appendix C for the full bibliographic informa-
tion.



CHAPTER 2

Properties of Radiation

The first order of business in a book about atmospheric radiation is
to clarify what radiation is, how it behaves at the most fundamental
physical level, what conventions are used to classify it according to
wavelength and other properties, and how we define the character-
istics (e.g. intensity) that appear in quantitative descriptions of ra-
diation and its interactions with the atmosphere. We will start from
absolute basics, which requires us to at least touch on some topics in
classical physics. Our forays into such matters will be as brief and
descriptive as the subsequent material allows, in keeping with the
title of this book. Here, and throughout the book, students inter-
ested in a more comprehensive treatment should consult the more
specialized textbooks and other sources cited at the end of this book.

2.1 The Nature of Electromagnetic Radiation

Electric and Magnetic fields

Everyone has experienced the effects of electric and magnetic fields.
A nylon shirt pulled from a dryer may be found to have several
socks clinging firmly to it. A magnet may be used to affix a note
or photograph to a refrigerator door. In the first case, an electric
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field induced by excess charge on one item of clothing exerts an
attractive force on the excess opposite charge found on the others.
In the second, a magnetic field exerts an attractive force on the iron
atoms in the door.

Both magnetic and electric fields are detectable at some distance
from their source. A plastic balloon that was rubbed on a sweater
may attract your hair from a foot or so away. A refrigerator magnet
may deflect the needle of a compass from a meter or more away.
Taking the magnet away, the needle returns to a position aligned
with the magnetic field of the earth’s iron core, thousands of kilo-
meters beneath your feet.

The basic laws governing static electric and magnetic fields are
well known and probably already at least somewhat familiar to you
from an earlier physics course. According to Coulomb’s Law, the
electric field at any point is determined entirely by the distribution
of electric charge in the space surrounding that point. According to
Faraday’s Law, magnetic fields are determined by the distribution
of electric current (moving electric charge) in the neighborhood.

The latter law is what makes electromagnets possible, without
which electric motors and most audio speakers would not exist in
their current form. A related law tells us that a changing magnetic
field induces an electric field that can drive a current. Thus, an
electric motor that is caused to rotate by an external torque (e.g.,
a steam-driven turbine) can reverse roles and become a generator
instead.

Thus, although static magnetic and static electric fields — as il-
lustrated by the examples given at the beginning — may appear to
have little or nothing to do with each other, they are in fact inti-
mately connected: a changing electric field induces a magnetic field,
and a changing magnetic field induces an electric field. Quantita-
tively, this interplay of electric and magnetic fields is embodied both
completely and remarkably succinctly in Maxwell’s Equations (see
Section 2.5). However, one does not need to look at equations them-
selves to appreciate a few of the implications of this interplay.
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Electromagnetic Waves

Imagine a refrigerator magnet resting on the kitchen table. It creates
a magnetic field that extends essentially indefinitely (though with
ever-weaker strength at increasing distances from the source) in all
directions. Pick up the magnet and stick it back on the refrigerator
door. Because the magnet has moved (and probably changed its ori-
entation as well), its induced magnetic field has also changed. But
a changing magnetic field creates an electric field, which persists as
long as the magnetic field continues to change. Once the magnet is
stationary again, the magnetic field stops changing and the electric
field must disappear. But wait: this means the electric field is un-
dergoing a change, which leads to the reappearance of a magnetic
field!

You can see where this is leading. A change in either an electric
or magnetic field, however brief, leads to a disturbance that is self-
perpetuating. Less obvious to the casual observer is the fact that this
electromagnetic disturbance propagates away from the source at a
finite speed, just as ripples propagate outward from the point where
a pebble strikes the surface of a pond (in the latter case, the interplay
is not between magnetic and electric fields but rather between the
kinetic and potential energy of the water’s surface).

In the case of both electromagnetic waves and ripples on a pond,
the disturbances carry energy. In the absence of viscosity, the pond
ripples will transport the original energy outward, with no net loss,
until they encounter something that can convert some or all of that
energy to another form, such as heat or/and sound — e.g., through
the breaking of the waves on the muddy bank.

Likewise, in a perfect vacuum, where there is no opportunity to
convert the energy carried by electromagnetic waves into another
form, such as heat, kinetic, or chemical energy (all of which can only
exist in association with matter), the waves propagate indefinitely
without net loss, though distributed over an ever-larger volume of
space. Furthermore, it has been observed that, unlike pond ripples,
electromagnetic waves always travel in a vacuum at an absolutely
constant speed. This speed of light is approximately 3.0 × 108 m s−1.
By convention, it is represented by the symbol c.

The direction that an EM wave travels in a vacuum is always
perpendicular to the wave crest, again just like pond ripples. And



14 2. Properties of Radiation

because c is a constant in a vacuum, the wave can only propagate
directly away from the source. Any change of direction would im-
ply a slowing down or speeding up of part of a wave crest at some
point during its travels. This can happen in the presence of matter,
but remember we’re still talking about a vacuum here.

Sometimes it is helpful to visualize the propagation of waves in
terms of rays. A ray is an imaginary line that always crosses wave
fronts at right angles. Thus at any point on a ray, the direction of
propagation of the wave is along that ray. In the case of pond rip-
ples, all rays would be straight lines originating at the point where
the pebble strikes the surface. If you like, you can think of each ray
as carrying a unit of energy. Thus, the density of their intersections
with a given wave front is a measure of the energy content of the
wave at that location. If a given wave front propagates outward
from a source without losses, the total number of rays remains con-
stant (implying conservation of energy), but the density of intersec-
tions along the wave front decreases with distance from the source.
This is consistent with the spreading of the wave’s energy over a
larger area and thus of its weakening as it gets further and further
away.

Again, the bending of rays can only occur in the presence of local
changes in wave propagation speed. This phenomenon, known as
refraction, is the subject of Section 4.2.

Imagine throwing two pebbles into a pond at the same time.
Each one produces its own set of ripples that propagate outward
from the source. Sooner or later, the ripples from one pebble en-
counter those from the other. What happens? Do they bounce off
of each other? Do they annihilate each other in a flash of heat and
gamma rays? Of course not; each passes through the other as if it
didn’t exist. At each point on the water surface, the height perturba-
tions associated with each set of waves simply add in a linear fash-
ion. Where two crests intersect, the water surface is (temporarily)
raised to about twice the height of either crest individually. Where
a crest from one wave intersects the trough from another, the two
may partially or completely cancel, leaving the water (temporarily)
at its original level. This effect is called interference — constructive
interference in the first case, destructive in the second. It must be
emphasized however that nothing is created or destroyed; the ef-
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Direction of propagation

Electric field vector

Magnetic field vector

Fig. 2.1: Schematic depiction of the interplay between the electric and magnetic
fields in an electromagnetic wave.

fect is purely local at the points where the waves overlap and has no
influence on the subsequent propagation of the individual waves.

Exactly the same principle of linear superposition applies to EM
waves. If you shine a flashlight on a wall in a dark room and then
turn on the overhead light, the latter adds its illumination to that of
the flashlight but otherwise has no influence on the propagation of
the flashlight beam.

There is one further analogy to pond ripples that we can use to
illustrate an important property of EM waves. Unlike sound waves
in air, which entail oscillations of air molecules parallel to the direc-
tion of propagation, water waves arise from vertical displacements
of the water surface; i.e., perpendicular, or normal, to the direction of
propagation. Likewise, EM waves are associated with an oscillating
electric field vector that is normal to the direction of propagation
(Fig. 2.1). Both are therefore transverse waves, unlike sound waves,
which are longitudinal.

Now we finally come to a couple of points where the analogy to
pond ripples starts to break down:

• Unlike sound waves, water waves, and all other everyday
kinds of waves, EM waves require no material medium in
which to propagate. You can’t have pond ripples without
a pond; you can’t have sound without air (or some other
medium). But EM waves are quite at home, and indeed easi-
est to understand, in a perfect vacuum. It is when matter, such
as the atmosphere and its various resident particles, gets into



16 2. Properties of Radiation

the picture that the propagation of EM waves become consid-
erably more complex and interesting.

• Whereas pond ripples are confined to the water surface and
therefore propagate in only two dimensions, EM waves prop-
agate in three dimensional space, like sound waves (imagine
if you could only hear your stereo when you put your ear on
the floor!).

• Whereas the transverse oscillations of water particles in pond
ripples are constrained to be vertical, there is no similar con-
straint on the electric field oscillations in EM waves. The ori-
entation of the electric field vector may lie in any direction, as
long as it is in the plane normal to the direction of propaga-
tion. Occasionally it is necessary to pay attention to this orien-
tation, in which case we refer to the polarization of the wave as
vertical, horizontal, or some other direction. A more detailed
discussion of polarization will be taken up in Section 2.3

2.2 Frequency

Up until now, we have imagined an arbitrary EM disturbance and
given no thought to its detailed dependence in time. In principle,
we could assume any kind of EM disturbance we like — a light-
ning discharge, a refrigerator magnet dropping to the kitchen floor,
the radiation emitted by a radio tower, or a supernova explosion in
deep space. In each case, Maxwell’s equations would describe the
propagation of the resulting EM disturbance equally well.

Let’s consider a special case, however. Imagine that we take our
magnet and place it on a steadily rotating turntable. The fluctua-
tions in the magnetic field (and in the associated electric field) are
now periodic. The frequency of the fluctuations measured at a dis-
tance by a stationary detector will be the same as the frequency of
rotation ν of the turntable. But recall that the periodic disturbance
propagates outward not instantaneously but at the fixed speed of
light c. The distance λ that the fluctuation propagates during one
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cycle of the turntable is called the wavelength and is given by

λ =
c

ν
. (2.1)

In the above thought experiment, ν is extremely low (order 1 sec−1)
and the wavelength is therefore extremely large (order 105 km).

In nature, electromagnetic waves can exist with an enormous
range of frequencies, from a few cycles per second or even far less
to more than 1026 cyles per second in the case of extremely ener-
getic gamma waves produced by nuclear reactions. According to
(2.1), EM wavelengths can thus range from hundreds of thousands
of kilometers or more to less than the diameter of an atomic nucleus.

Because it is a common point of confusion, it bears emphasizing
that the wavelength is not a measure of how far an EM wave can
propagate. In a vacuum, that distance is always infinite, regardless
of wavelength. In a medium such as water or air, wavelength does
matter, but in a rather indirect and highly complex way.

Problem 2.1:
(a) Visible light has a wavelength of approximately 0.5 µm. What

is its frequency in Hz?
(b) Weather radars typically transmit EM radiation with a fre-

quency of approximately 3 GHz (GHz = “Gigahertz” = 109 Hz).
What is its wavelength in centimeters?

(c) In the U.S., standard AC electrical current has a frequency of
60 Hz. Most machinery and appliances that use this current, as well
as the power lines that transport the electric power, emit radiation
with this frequency. What is its wavelength in km?

Problem 2.2:
Whenever we talk about a single frequency ν characterizing an

electromagnetic wave, we are tacitly assuming that the source and
the detector are stationary relative to one another, in which case ν
is indeed the same for both. However, if the distance between the
two is changing with velocity v (positive v implying increasing sep-
aration), then the frequency of radiation ν1 emitted by the source will
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be different than the frequency ν2 observed by the detector. In partic-
ular, the frequency shift ∆ν = ν1 − ν2 is approximately proportional
to v, a phenomenon known as Doppler shift.

(a) Derive the precise relationship between ∆ν and v, by consider-
ing the time ∆t elapsed between two successive wave crests reaching
the detector with speed c.

(b) For the case that v ≪ c, show that your solution to (a) simpli-
fies to a proportionality between ∆ν and v.

2.2.1 Frequency Decomposition

The above discussion of periodic waves is interesting, but what does
it have to do with real EM radiation? After all, the EM disturbance
that arises from a lightning discharge, or from dropping a magnet
on the floor, is clearly not a steadily oscillating signal but more likely
a short, chaotic pulse! What sense does it make to speak of a specific
frequency or wavelength in these cases?

The answer is that any arbitrary EM fluctuation, short or long,
can be thought of as a composite of a number (potentially infinite)
of different “pure” periodic fluctuations. Specifically, any continu-
ous function of time f (t) can be expressed as a sum of pure sine
functions as follows:

f (t) =
∫

∞

0
α(ω) sin[ωt + φ(ω)] dω (2.2)

where α(ω) is the amplitude of the sine function contribution for
each specific value of the angular frequency ω and φ(ω) gives the
corresponding phase. If f (t) itself is already a pure sine function
sin(ω0t + φ0), then of course α = 0 for all values of ω except ω0.
For more general functions f (t), α(ω) and φ(ω) may be quite com-
plicated. It is beyond the scope of this book to explain how we find
α(ω) etc. for any given f (t); it is only important to recognize that it
can, in principle, always be done.1

1This so-called Fourier decomposition is extremely useful throughout the physi-
cal and engineering sciences, including other areas of atmospheric dynamics and
climatology, so if you haven’t seen anything like this before, it is certainly worth
taking the time to read up on it.
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Now recall what I pointed out earlier: individual EM distur-
bances propagate completely independently of one another. They may
intersect, or even travel together, but the presence of one does not
influence the other. This principle applies equally well to the pure
sine wave components of a Fourier decomposition. Thus, not only
can you regard any arbitrary electromagnetic disturbance as a mix-
ture of pure sine waves of differing angular frequencies ω, but you
can then track the propagation of each frequency component completely
separately from all the others.

The implications of this observation are profound for atmo-
spheric radiative transfer. The most basic path to understanding
and/or modeling the interaction of EM radiation with clouds, wa-
ter vapor, oxygen, carbon dioxide, etc., is to consider one frequency
at a time and then, if required, to sum the results over all relevant
frequencies. There are shortcuts that sometimes allow you to forget
you are doing this, but that is nevertheless what is going on under
the surface.

2.2.2 Broadband vs Monochromatic Radiation

Now is a good time to introduce a few more definitions:

• EM radiation composed entirely of a single frequency is
termed monochromatic (“one color”).

• Radiation that consists of a mixture of a wide range of fre-
quencies is called broadband radiation.

As already noted, the transport of broadband radiation in the
atmosphere can always be understood in terms of the transport of
the individual constituent frequencies. Therefore, we will tend to
focus at least initially on the monochromatic radiation.

It is quite common to have to deal with radiation that is
not strictly monochromatic but is nevertheless confined to an ex-
tremely narrow range of frequencies. Such radiation is often called
monochromatic, even though quasi-monochromatic would be a more
precise term. Another way to distinguish between the two cases is
via the terms coherent and incoherent:
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• Coherent radiation is what you get from a single oscillator, like
the magnet on a turntable described earlier, or from a group
of oscillators that are, for whatever reason, in perfect synchro-
nization with one another. Imagine a stadium full of people
doing “the wave” at a football game, or an audience clapping
in unison for an encore at the end of a rock concert. Microwave
ovens, radars, lasers, and radio towers all produce coherent
radiation. Note that these are all artificial sources. As an at-
mospheric scientist, you are most likely to encounter coherent
radiation in the context of the artificial sources used in remote
sensing, such as radar and lidar.

• Incoherent radiation is what you get from a set of indepen-
dent oscillators that may have nearly the same frequency
(quasi-monochromatic) but are not phase-locked to one an-
other. Imagine a large audience applauding at the end of a
speech. There is no synchronization of the claps of different
individuals, even if everyone is clapping with about the same
frequency. Natural radiation in the lower atmosphere is, for
all practical purposes, incoherent.

2.3 Polarization

As mentioned earlier, the orientation of the oscillating electric field vec-
tor in an EM wave can be any direction that is perpendicular to the di-
rection of propagation. In some radiative transfer applications (espe-
cially remote sensing) it is sometimes important to keep track of that
orientation and how it evolves over the course of a complete cycle.

In coherent radiation, there is a unique, repeating pattern to the
oscillating electric field vector when viewed along the direction of
propagation. There are several basic possibilities for this pattern:

1. It may vibrate back and forth in a fixed plane, like a pendu-
lum or plucked guitar string. This is called linear polarization
[Fig. 2.2 (a)–(c)].

2. It may oscillate in spiral fashion about the direction of propa-
gation, either clockwise or counterclockwise, for circular polar-
ization [Fig. 2.2 (f)].
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(a) (b) (c)

(d) (e) (f )

Fig. 2.2: Examples of different types of polarization, depicted in terms of the vi-
bration of the electric field vector in a fixed plane perpendicular to the direction
of propagation. (a) vertical linear, (b) horizontal linear, (c) linear at 45◦, (d) ellip-
tical counterclockwise, with vertical major axis, (e) elliptical clockwise, with the
major axis oriented at a 45◦angle, (f) circular, clockwise. Note that an infinity of
combinations of orientation, ellipticity, and sense of rotation are also possible.

3. Elliptical polarization is essentially a hybrid of the first two.
Note that elliptical polarization can be viewed as including
both linear and circular polarization as limiting cases [Fig. 2.2
(d)–(e)].

Standard weather radar equipment typically transmits coherent
radiation with linear polarization (either vertical or horizontal) and
then measures the backscattered radiation with the same polariza-
tion. More sophisticated radars may transmit in one polarization
but then separately measure the returned radiation in both vertical
and horizontal polarizations in order to gain additional information
about the targets.

In incoherent radiation, a systematic tendency toward one type
of polarization may or may not be discernible. Therefore, in ad-
dition to the above types of polarization, one must specify the de-
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gree of polarization. As a general rule, natural emissions of radia-
tion in the atmosphere are completely unpolarized, but the radia-
tion may become partially or completely polarized in the course of
its interactions with particles and/or the surface. In particular, it
will be shown later that a smooth surface, like calm water, preferen-
tially reflects radiation having horizontal linear polarization. This
is the phenomenon that motivated the invention of polarized sun-
glasses, which block the reflected horizontally polarized radiation
while transmitting the rest. It is also a phenomenon of great practi-
cal importance for satellite remote sensing in the microwave band.

The purpose of this section was just to introduce you to the ex-
istence and qualitative nature of polarization. Having done that, I’ll
point out that polarization is often disregarded in radiative trans-
fer calculations, especially at the level targeted by this book. Where
polarization cannot be ignored, one can often gain at least qualita-
tive insight into its role without getting too deep into the relevant
mathematics. But since some of you may eventually require a more
complete and quantitative understanding of polarization, I will in-
troduce some elements of the mathematical treatment of polariza-
tion at appropriate points along the way.

2.4 Energy

Barely mentioned so far, but central to our interest in atmospheric
radiation, is the fact that EM radiation transports energy. Just as
gravity waves on the surface of the ocean efficiently transport en-
ergy from a North Pacific storm to the sunny beaches of California,
where that energy is violently deposited onto the bodies of inatten-
tive bathers, EM radiation transports vast quantities of energy from
the thermonuclear furnace of the sun to the vinyl seat cover in your
parked car.

In view of this fact, it would seem natural to characterize ra-
diation in terms of its energy content, using the standard SI units
of joules (J). But because natural radiation is not pulsed but rather
continuous, it actually makes more sense to speak of the rate of en-
ergy transfer, or power, in watts (W = J/sec). Furthermore, radia-
tion doesn’t transport its energy through a single point but rather is
distributed over an area. Therefore, the most convenient way to de-
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scribe the transport of energy by radiation at a location is in terms of
its flux density F (commonly, though somewhat inaccurately, short-
ened to just flux in W/m2. Other names you may see for the exact
same quantity are 1) irradiance, and 2) radiant exitance. The term “ir-
radiance” is often preferred when referring to the flux of radiation
incident on a plane or surface, while the term “exitance” is usually
applied to the flux of radiation emerging from a surface.

The magnitude of the flux depends on the orientation of the ref-
erence surface. If the radiation is due to a single source, such as
the sun, one might measure the flux through an imaginary surface
normal to the direction of propagation. On the other hand, one is
often interested in the flux density of sunlight (or other radiation)
obliquely incident on a horizontal surface. We will refine these ideas
later in this chapter.

Problem 2.3: The atmospheric boundary layer is that region near the
surface that is “well-mixed” by mechanical and/or convective tur-
bulence originating at the surface. Its thickness may range from a
few meters to several kilometers. Heat added by conduction from
the surface is typically distributed quickly throughout the boundary
layer.

At a certain location in the tropics, the sun rises at 06 Local Solar
Time (LST), is directly overhead at noon, and sets at 18 LST (=6 PM).
Assume that, during the twelve hours that the sun is up, the net
flux of solar energy absorbed by dry vegetation and immediately
transferred to the overlying air is F(t) = F0 cos[π(t − 12)/12], where
t is the time of day (in hours), and F0 = 500 W m−2.

(a) Ignoring other heating and cooling terms, compute the total
solar energy (in J/m2) added to the boundary layer over one 24-hour
period.

(b) If the boundary layer depth ∆z = 1 km, its average air density
is ρa = 1 kg/m3, and the heat capacity at constant pressure is cp =
1004 J/(kg K), compute the temperature increase ∆T implied by your
answer to (a).

(c) If, instead, the boundary layer depth started out at sunrise
only 10 m deep and remained at that depth throughout the day, what
would be the corresponding change of temperature? Why is it much
more likely that the boundary layer would deepen quickly after sun-
rise?
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2.5 A Mathematical Description of EM Waves†

Maxwell’s Equations

We have been able to come quite far in describing the behavior of
EM radiation without resorting to many equations. Having laid the
groundwork by defining terms and building mental models of elec-
tromagnetic waves, we can now tear through a more rigorous math-
ematical treatment with scarcely a pause for breath.

Just as the Navier-Stokes equation, the hydrostatic approxima-
tion, and the Ideal Gas Law serve as the underpinnings for virtually
all of atmospheric dynamics, the so-called Maxwell equations gov-
ern classical electrodynamics. If one assumes SI units for all vari-
ables, these equations take the following form:

∇ · ~D = ρ, (2.3)

∇ ·~B = 0, (2.4)

∇×~E = −∂~B

∂t
, (2.5)

∇× ~H =~J +
∂~D

∂t
, (2.6)

where ~D is the electric displacement, ~E is the electric field, ~B is the
magnetic induction, ~H is the magnetic field, ρ is the density of electric
charge, and~J is the electric current vector.

If we further assume (quite reasonably, for most materials) that
we are dealing with a macroscopic, homogeneous medium whose
electrical and magnetic properties are (i) directionally isotropic and
(ii) linear with respect to ~E and ~B, then

~D = ε0(1 + χ)~E, (2.7)

where ε0 is the permittivity of free space and χ is the electric sus-
ceptibility of the medium, which describes the degree to which the
material becomes electrically polarized under the influence of an
external field. Also,

~B = µ~H, (2.8)

where µ is the magnetic permeability of the medium, and

~J = σ~E, (2.9)
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where σ is the conductivity. Finally, we can usually assume that the
charge density ρ is effectively zero.

With the above assumptions, Maxwell’s equations reduce to

∇ ·~E = 0, (2.10)

∇ · ~H = 0, (2.11)

∇×~E = −µ
∂~H

∂t
, (2.12)

∇× ~H = σ~E + ε0(1 + χ)
∂~E

∂t
. (2.13)

Note that only two field variables,~E and ~H, appear in the above four
equations. The (complex) parameters σ, χ, and µ then determine the
relationship between ~E and ~H in any given medium.

Time-Harmonic Solution

As discussed in Section 2.2.1, we can always decompose an arbitrary
EM disturbance into its various frequency components and consider
each frequency separately from the others. In keeping with this ap-
proach, we will consider a general time-harmonic electric field of
the form

~Ec(~x, t) = ~C(~x) exp(−iωt) (2.14)

where ~C = ~A + i~B is a complex vector field,~x is the position vector,
and ω = 2πν is the angular frequency (radians per second). An
analogous representation can be written for the complex magnetic
field ~Hc.

Note that the use of complex quantities is strictly a notational
convenience; in physical problems, we are almost always interested
in just the real part of whatever solutions we derive; e.g.,

~E = Re{~Ec} = ~A cos ωt +~B sin ωt (2.15)

Substituting (2.14) into (2.10)–(2.13), we obtain the following rela-
tionships:

∇ · (ε~Ec) = 0, (2.16)

∇×~Ec = iωµ~Hc, (2.17)
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∇ · ~Hc = 0, (2.18)

∇× ~Hc = −iωε~Ec, (2.19)

where the complex permittivity of the medium is defined as

ε = ε0(1 + χ) + i
σ

ω
. (2.20)

Except for ε0, which is a fundamental, real-valued physical constant,
all other parameters depend on the medium under consideration as
well as on the frequency ω.

Problem 2.4: Verify that (2.16)–(2.19) follow from (2.3)–(2.9) and
(2.14).

Solution for a Plane Wave

Any harmonic electromagnetic field satisfying the above equations
is physically realizable. However, we will restrict our attention to
solutions describing a plane wave. Such solutions have the form

~Ec = ~E0 exp(i~k ·~x − iωt), ~Hc = ~H0 exp(i~k ·~x − iωt), (2.21)

where ~E0 and ~H0 are constant (complex) vectors, and ~k = ~k′ + i~k′′

is a complex wave vector. Thus

~Ec = ~E0 exp(−~k′′ ·~x) exp[i(~k′ ·~x − ωt)], (2.22)

~Hc = ~H0 exp(−~k′′ ·~x) exp[i(~k′ ·~x − ωt)]. (2.23)

These relationships imply that the vector ~k′ is normal to planes of
constant phase (and thus indicates the direction of propagation of

the wave crests), while~k′′ is normal to planes of constant amplitude.

The two are not necessarily parallel. When they are, or when ~k′′ is
zero, the wave is called homogeneous.
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The term~E0 exp(−~k′′ ·~x) gives the amplitude of the electric wave

at location ~x. If ~k′′ is zero, then the medium is nonabsorbing, be-

cause the amplitude is constant. The quantity φ ≡ ~k′ ·~x − ωt gives
the phase. The phase speed of the wave is given by

v =
ω

|~k′|
(2.24)

Substituting (2.21) into (2.16)–(2.19) yields

~k ·~E0 = 0, (2.25)

~k · ~H0 = 0, (2.26)

~k ×~E0 = ωµ~H0, (2.27)

~k × ~H0 = −ωε~E0. (2.28)

The last two equations reveal that, in a plane wave, the oscillating
electric and magnetic field vectors are normal both to each other
and to the direction of propagation of the wave. This property is de-
picted schematically in Fig. 2.1 for a horizontally polarized wave.

Problem 2.5: Verify that (2.25) follows from (2.21) and (2.16) by (a)
expanding (2.21) in terms of the individual components of the vec-

tors~E0,~k,~x and (b) substituting this expression into (2.16) and apply-
ing the divergence operator (∇·). The remaining equations (2.26)–
(2.28) are derived in an analogous way.

If we now take the vector product of ~k with both sides of (2.27),

~k × (~k ×~E0) = ωµ~k × ~H0 = −εµω2~E0, (2.29)

and use the vector identity

~a × (~b ×~c) = ~b(~a ·~c) −~c(~a ·~b), (2.30)

we see from (2.25) that the first term on the right is zero, thus

~k ·~k = εµω2. (2.31)
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In the case of a homogeneous wave, the above simplifies to

(|~k′| + i|~k′′|)2 = εµω2 (2.32)

or

|~k′| + i|~k′′| = ω
√

εµ. (2.33)

Phase Speed

In a vacuum,~k′′ = 0, the permittivity of free space ε ≡ ε0 = 8.854 ×
10−12 F m−1, and the magnetic permeability µ ≡ µ0 = 1.257 × 10−6

N A−2. From (2.24), we have the following phase speed in a vac-
uum:

c ≡ 1/
√

ε0µ0. (2.34)

If we substitute the above numerical values of ε0 and µ0 into this
expression, we obtain the speed of light in a vacuum c = 2.998 ×
108 m s−1.

In a nonvacuum, we can write

|~k′| + i|~k′′| = ω

√

εµ

ε0µ0

√
ε0µ0 =

ωN

c
, (2.35)

where the complex index of refraction N is given by

N ≡
√

εµ

ε0µ0
=

c

c′
, (2.36)

with c′ ≡ 1/
√

εµ. If N happens to be pure real (i.e., if~k′′ = 0 and the
medium is therefore nonabsorbing), then c′ may be interpreted as
the phase speed of the wave within the medium. Even in absorbing
media, this is still a reasonable, though approximate, way to view
c′.

For most physical media, N > 1, which implies a reduced speed
of light relative to that in a vacuum. It is important to keep in mind
that N is not only a property of a particular medium but also gener-
ally a strong function of frequency.
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The Poynting Vector

Any electromagnetic wave (harmonic or not) transports energy
through space at the speed of light. The instantaneous direction
and magnitude of the transported energy is given by the Poynting2

vector, which is defined (for SI units) as

~S = ~E × ~H . (2.37)

The above is an instantaneous value and gives the power per unit
area transported by the disturbance. In the case of a time-harmonic
wave, we are interested in the average over one complete cycle:

F = 〈~S〉 = 〈~E × ~H〉 , (2.38)

which is just the flux density of the wave as measure through a sur-
face normal to the direction of propagation. For a harmonic wave,
the above reduces to

F =
1

2
cε0E2 , (2.39)

where E is the scalar amplitude of the oscillating electric field at
that location. The key point to note here is that the flux density is
proportional to the square of the amplitude of the electromagnetic
wave.

Absorption

The scalar amplitude of our harmonic plane wave at location~x is

E = |~E0 exp(−~k′′ ·~x)| . (2.40)

From (2.39), it follows that, for a plane wave with initial flux density
F0 at~x = 0,

F = F0[exp(−~k′′ ·~x)]2 = F0 exp(−2~k′′ ·~x). (2.41)

2The name is easy to remember, because the Poynting vector points in the di-
rection of the energy transport by the wave. However the name is simply an
odd coincidence, as it was named after the English physicist John Henry Poynt-
ing (1852–1914).
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If we now consider a plane wave propagating in the x direction, and
note from (2.35) that

|~k′′| =
ω

c
Im{N} =

ωni

c
=

2πνni

c
(2.42)

where ν is the frequency in Hz, we have

F = F0e−βax, (2.43)

where the absorption coefficient βa is defined as

βa =
4πνni

c
=

4πni

λ
, (2.44)

with λ the wavelength of the radiation in a vacuum. In summary,
the quantity 1/βa gives the distance required for the wave’s energy
to be attenuated to e−1 ≈ 37% of its original value.

Problem 2.6: Within a certain material, an EM wave with λ = 1 µm
is attenuated to 10% of its original intensity after propagating 10 cm.
Determine the imaginary part of the index of refraction ni.

Problem 2.7: For red light (λ = 0.64 µm), ni in pure water is ap-
proximately 1.3× 10−8; for blue light (λ = 0.48 µm), ni ≈ 1.0× 10−9.
The deep end of a typical home swimming pool is approximately
2.5 m deep. Compute the fraction of each wavelength that survives
the two-way trip to the bottom of the pool and back, when illumi-
nated (and viewed) from directly above. In light of your findings
(and in view of the appearance of most swimming pools as seen from
the air), comment on the common assumption that water is “color-
less.”
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2.6 Quantum Properties of Radiation

Now that I have succeeded in indoctrinating you with the wave-
based mental model of EM radiation, including even a neat math-
ematical expression for a plane wave, I will demolish your newly
won confidence by asserting that you should view EM radiation not
as waves but as particles! At least some of the time.

It may surprise you to learn that Albert Einstein won his Nobel
Prize not for his famous theory of relativity but rather for his expla-
nation in 1905 of the photoelectric effect. This effect refers to the phe-
nomenon by which electrons are jarred loose from a material surface
exposed to light in a vacuum. A previously mysterious aspect of
the photoelectric effect had been the observation that incident light
with wavelengths longer than a certain threshold, no matter how in-
tense, would not generate free electrons, whereas light with shorter
wavelengths readily dislodges the electrons and continues to do so,
sporadically at least, no matter how weak the illumination.

The essence of Einstein’s explanation was that light falls on a
surface not as a smoothly continuous flux of wave energy, but rather
as a staccato hail of little discrete packets of energy, called photons.
The energy content E of each individual photon, and therefore that
photon’s ability to knock electrons loose from the surface, is deter-
mined solely by the frequency or wavelength of the radiation via
the relationship

E = hν, (2.45)

where ν is the frequency and h = 6.626 × 10−34 J s is Planck’s con-
stant.

Moreover, you can’t have just part of a photon; therefore very
low intensity light deposits discrete packets of energy on a surface
in a manner analogous to the occasional random splashes of fat rain-
drops on your windshield at the early onset of a rain shower. Thus,
if monochromatic radiation of wavelength λ deposits F watts per
unit area on a surface, then this corresponds to

N =
F

hν
=

Fλ

hc
(2.46)

photons per unit area per unit time. For fluxes of the magnitude
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typically encountered in the atmosphere, N is rather large, and it
is therefore hard to distinguish the effects of discrete particles, just
as it is hard to distinguish the contributions of each individual rain-
drop to your growing wetness when you get caught out in a heavy
downpour.

Problem 2.8: Only radiation with wavelengths smaller than
0.2424 µm is capable of dissociating molecular oxygen into atomic
oxygen, according to the reaction

O2 + photon → O + O

Based on this information, how much energy is apparently required
to break the molecular bond of a single molecule of O2?

Problem 2.9: A small light source emits 1 W of radiation uniformly
in all directions. The wavelength of the light is 0.5 µm.

(a) How many photons per second are emitted by the light
source?

(b) If the light source were on the moon and were viewed by a
telescope on Earth having a 20 cm diameter circular aperture, how
many photons per second would the telescope collect? Ignore at-
mospheric attenuation. Assume a distance Dm = 3.84 × 105 km be-
tween the moon and the earth.

The above quantum description of EM radiation is completely
at odds with the previous wave description. They cannot both be
true. And yet they are! Do not trouble yourself by trying to men-
tally reconcile the two models — countless smart people have tried
throughout the twentieth century, and all have failed to explain this
paradox in terms most people can visualize.

The important things for you to know are: 1) when radiation
must be viewed as waves, 2) when it must be viewed as a shower of
particles, and 3) when it doesn’t matter.

As a general rule of thumb, the wave nature of radiation mat-
ters when computing the scattering and reflection properties of at-
mospheric particles (air molecules, aerosols, cloud droplets, rain-
drops) and surfaces. By contrast, the quantized nature of radiation,
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and thus (2.45), comes to the forefront when considering absorption
and emission of radiation by individual atoms and molecules, includ-
ing photochemical reactions. Finally, for calculations of large-scale
transport of radiation in the atmosphere, the effects of both types of
interactions will have already been deeply buried in some generic
extinction and scattering coefficients and can be conveniently put
out of your mind altogether.

2.7 Flux and Intensity

I have already briefly introduced the concept of flux density (or flux
for short3) as a measure of the total energy per unit time (or power)
per unit area transported by EM radiation through a plane (or de-
posited on a surface). It is now time to extend our understanding of
this property and to introduce a closely related quantity, called the
radiant intensity , or just intensity for short. In some books, the term
radiance is substituted for intensity.

Flux and intensity are the two measures of the strength of an EM ra-
diation field that are central to most problems in atmospheric science. The
two are intimately related, as we shall see shortly.

2.7.1 Flux

Recall first of all that the flux F refers to the rate at which radiation
is incident on, or passes through, a flat surface. Without further
qualification, flux is expressed in units of watts per square meter.
The surface may be real (e.g., the ground, or the top of a cloud layer)
or it may be imaginary (e.g., an arbitrary level in the atmosphere ).
Often, but not always, it is taken to be horizontal. Other times it
may be assumed to be perpendicular to a single source of radiation,
such as the sun.

Note that a flux of natural (incoherent) radiation expressed sim-

3Strictly speaking, an energy flux has units of W, whereas the flux density is the
flux per unit area and therefore has units of W m−2. Meteorologists are almost in-
variably concerned with quantities that are expressed per unit area, volume, mass,
etc. Therefore, when a meteorologist says “flux,” it is generally understood that
she means “flux per unit area” or flux density.
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ply in W/m2 must be a broadband quantity.4 That is, it includes en-
ergy contributions from all wavelengths between some specified (or
implied) limits λ1 and λ2. Those limits might encompass all possi-
ble wavelengths (i.e., λ1 = 0, λ2 = ∞), or they might define a some-
what narrower range. However, the range cannot be zero (λ1 = λ2),
because the power contained in that range would then also be zero!

It is, however, possible to define a monochromatic flux (also
known as spectral flux) Fλ as follows:

Fλ = lim
∆λ→0

F(λ, λ + ∆λ)

∆λ
, (2.47)

where F(λ, λ + ∆λ) is the flux in W/m2 contributed by radiation
with wavelengths between λ and λ + ∆λ. The dimensions of the
monochromatic flux are not just power per unit area but rather
power per unit area per unit wavelength. Typical units would thus be
W m−2 µm−1.

Having defined the monochromatic (or spectral) flux as above,
you get the broadband flux over some extended range of wave-
length [λ1, λ2] by integrating over the appropriate range of wave-
length:

F(λ1, λ2) =
∫ λ2

λ1

Fλ dλ . (2.48)

Problem 2.10: The total radiation flux incident on a surface due to
wavelengths between 0.3 µm and 1.0 µm is 200 W m−2. (a) What
is the average spectral flux within this interval? Give your answer
in units of W m−2 µm−1. (b) If the spectral flux is constant with
wavelength, then what is the total flux contributed by wavelengths
just between 0.4 µm and 0.5 µm? (c) What is the total flux (in W m−2)
contributed by radiation of exactly 0.5 µm wavelength?

Let’s illustrate the concept of flux with a concrete example. If
you mark out an area on flat ground out in the open, the amount

4This is not necessarily true for artificial coherent radiation, for which finite
power may be associated with exactly one wavelength, rather than being dis-
tributed over a range of wavelengths.
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of daylight falling on it can be measured in watts per square me-
ter. This is the incident flux of solar radiation, and it determines how
much total radiation from the sun is available to be absorbed. If a
cloud passes in front of the sun, the incident flux temporarily de-
creases because the transmission of radiation from the sun to the
surface is partially blocked. As the afternoon wears on, the inci-
dent flux steadily decreases, this time because the light from the
sun strikes the surface at an increasingly oblique angle, spreading
the same energy over a larger and larger area.

An important point to remember is that the flux makes no dis-
tinction concerning where the radiation is coming from. 100 W m−2

incident on our front lawn is 100 W m−2, regardless of whether it is
coming from all directions more or less equally on an overcast day
or primarily one particular direction (that of the sun) on a crystal-
clear afternoon. In order to completely characterize the radiation field at
a given location, we must know not only the flux but also the direction(s)
from which the radiation is coming and thus also in which direction(s)
it is going. This directional information is embodied in the radiant
intensity.

2.7.2 Intensity

The radiant intensity I tells you in detail both the strength and direc-
tion of various sources contributing to the incident flux on a surface.
For visible radiation, intensity corresponds roughly to the “bright-
ness” your eyes see looking backward along a ray of incoming ra-
diation. Thus, if you lie flat on your back and look up at the sky,
you can visually map out which regions of the sky are associated
with high radiant intensity and therefore contribute most strongly
to the total incident solar flux at your location. The sun itself, if not
blocked by a cloud, is seen as a very localized high intensity source,
whereas the clear sky is a relatively uniform source of rather low in-
tensity radiation. Isolated clouds, as seen from your vantage point,
may be either brighter or darker than the clear sky, depending on
how thick they are and from what angle they are viewed, relative to
the sun.

Consider again what happens if a small cumulus cloud passes
between you and the sun, casting you and your marked out area
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of ground into shadow. You can now look directly toward the sun
without hurting your eyes. From this you can conclude that the
intensity of radiation from that direction has been greatly reduced.
But the contributions from the rest of the sky are unaffected. The to-
tal incident shortwave flux is therefore reduced but not eliminated.
Although you are now in the shadow of the cloud, it is by no means
pitch dark.

Clearly, there is a very close relationship between flux and inten-
sity. In words, the flux incident on a surface is obtained by integrat-
ing the contributions of intensity from all possible directions visible
from that surface. It is time to delve into the mathematics of this
relationship. We will begin by setting up the necessary machinery.

Spherical Polar Coordinates

In any discussion of radiation, direction plays an all-important role.
We therefore need to adopt a convention for describing directions.
There is no single “right” choice, but one that is very convenient in
atmospheric radiation is based on spherical polar coordinates. Fig.
2.3 depicts the geometry.

In this system, the zenith angle θ measures the angle from some
reference direction, usually the local vertical. Thus, directly over-
head usually corresponds to θ = 0. In this case, the horizon cor-
responds to θ = π/2 radians, or 90◦. π/2 < θ < π corresponds
to directions below the horizon, with θ = π being straight down
(“nadir”).

The azimuthal angle φ measures the angle counterclockwise from
a reference point on the horizon, so that 0 < φ < 2π. It is not usually
terribly important which point of the compass is used as the refer-
ence in any given application, and it is often chosen to be whatever
is most natural for the problem at hand, such as the direction of the
sun.

Any possible direction above or below the horizon may thus be
described via the two angles θ and φ. Sometimes directions may
be expressed abstractly in terms of a unit vector Ω̂, in which case
no particular coordinate system is implied. Thus the same direction
Ω̂ could be represented by [

√
2/2, 0,

√
2/2] in (x, y, z)-coordinates,

by [π/4, 0] in (θ, φ))-coordinates when θ = 0 defines the vertical
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Ω
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Ω x
 = sin θ cos φ
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φ

Fig. 2.3: The relationship between Cartesian and spherical coordinates.

direction, or even by [0, 0] if θ = 0 should for some reason be chosen
to coincide with the direction of the sun at a time when the latter is
45◦ above the horizon.

Solid Angle

Another essential concept is that of solid angle. Surprisingly many
new students of atmospheric radiation find this concept confusing,
presumably because they haven’t had occasion to consciously use it
before, unlike the angles we have been measuring with protractors
since third grade. But it’s really very simple: solid angle is to “regular”
angle as area is to length. You can think of solid angle as something
you might measure in “square radians” or “square degrees”, except
the actual unit used is called the steradian. We will give a precise
definition of this unit later.

In absolute terms, the sun has a certain diameter in kilome-
ters and a certain cross-sectional area in km2. But absolute dimen-
sions are often of secondary importance in radiative transfer, com-
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pared with angular dimensions, which describe how big an object or
source of radiation looks from a particular vantage point. Thus, what
matters for solar radiation reaching the earth is that the sun’s disk
has a particular angular diameter in units of degrees or radians, and
it also subtends (or presents) a certain solid angle in units of steradi-
ans. Solid angle is thus a measure of how much of your visual field
of view is occupied by an object. For example, the sun subtends a
much larger solid angle as viewed from the planet Mercury than it
does from Earth. Also, from our perspective here on Earth, the full
moon subtends nearly the same solid angle as the Sun, even though
the latter body is much larger in absolute terms. A half moon, of
course, subtends half the solid angle of the full moon.

Definition of Steradian

Now that you understand what solid angle is, you can appreciate
a simple definition of the unit steradian (abbreviation sr). Imagine
you are at the center of a sphere of unit radius — it doesn’t matter
whether the unit is a kilometer, a mile, a furlong or what have you.
The total surface area of the sphere is 4π square units. Likewise, the
combined solid angle represented by every direction you can possibly look
is 4π steradians. The surface area of just one half of the sphere is 2π
units squared. Likewise, the entire sky above the horizon (or “celestial
dome”) subtends a solid angle of 2π steradians, as does (separately) the
lower hemisphere of your field of vision, representing everything below the
horizon.

Conceptually, you can determine the solid angle subtended by
any object by tracing its outline on your unit sphere and then mea-
suring the actual surface area of the tracing. (Note the analogy to
radians as a measure of arc length on the unit circle.) This is gen-
erally not a practical approach, however, so we instead invoke our
polar coordinate system so as to be able to define an infinitesimal
increment of solid angle as follows:

dω = sin θ dθ dφ . (2.49)

This relationship is depicted schematically in Fig. 2.4.
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Fig. 2.4: The relationship between solid angle and polar coordinates.

In other words, if you paint an infinitesimal rectangle on the sur-
face of your unit sphere, and it has angular dimensions dθ (zenith
angle) and dφ (azimuth angle) and is positioned at θ, then the above
expression gives you the increment of solid angle subtended. Why
does sin θ appear in there? Simple: for the same reason that a 1◦

latitude by 1◦ longitude box encompasses far less real estate near
the North Pole than near the equator, because of the convergence of
lines of equal φ to a point.

Now let’s demonstrate that we can recover the expected value
of 4π steradians for the entire sphere:

∫

4π
dω =

∫ 2π

0

∫ π

0
sin θ dθ dφ = 2π

∫ π

0
sin θ dθ = 4π. (2.50)

Note that the notation used in the left-most integral expresses the
abstract idea that we are integrating over the full sphere (4π stera-
dians). This notation makes no assumption about the coordinate
system that we will use to actually perform the integration. The in-
tegral just to the right of it translates the abstract integration over
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z

Fig. 2.5: Geometric framework for computing the solid angle subtended by a
sphere of radius R whose center is a distance D from the observer.

all directions into a specific double integral using our coordinates θ
and φ, based on (2.49). If we were to use a different coordinate sys-
tem to describe directions, then the integrals on the right-hand side
might take a different form, but the final result for this problem, if
everything is done correctly, should still be 4π steradians!

Problem 2.11: Consider a cloud that, when viewed from a point on
the surface, occupies the portion of the sky defined by π/4 < θ <

π/2 and 0 < φ < π/8.
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(a) What is the solid angle subtended by the cloud?
(b) What percentage of the sky is covered by this cloud?

Problem 2.12: The moon is at a mean distance Dm = 3.84× 105 km
from the earth; the Sun is at a mean distance Ds = 1.496 × 108 km.
The radius of the moon is Rm = 1.74 × 103 km; the radius of the sun
is Rs = 6.96 × 105 km.

(a) Compute the angular diameter (in degrees) subtended by the
sun and the moon. Refer to Fig. 2.5 for help visualizing the geometry
of this problem. (b) Compute the solid angle subtended by the sun
and the moon. (c) Which appears larger from Earth, and by what
percentage do the two solid angles differ? (d) If the above values
were constant, would it be possible to explain the occurrence of total
solar eclipses?

Formal Definition of Intensity

Having defined solid angle, we are now in a position to attach a
precise definition to the term radiant intensity. In words, intensity
I(Ω̂) is the flux (measured on a surface normal to the beam) per unit
solid angle traveling in a particular direction Ω̂. Visualize the above
definition as follows:

• Looking in the direction −Ω̂, identify a very small element of
the scene with solid angle δω.

• Measure, normal to the beam, the flux δF of radiation arriving
just from that small region, while excluding all other contribu-
tions.

• The intensity in that direction is then given by

I(Ω̂) =
δF

δω
. (2.51)
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This recipe is strictly valid only when δω is vanishingly small, but
it’s a reasonable approximation for finite solid angles as well, as
long as the maximum arc subtended by the region in question is
much less than one radian — say 5◦ or less — and as long as the
intensity is uniform throughout the region.

Problem 2.13: The broadband flux of solar radiation that reaches
the top of the atmosphere is approximately 1370 W m−2, when mea-
sured on a plane normal to the beam. Combine this with the solid
angle you derived in a previous problem to compute the average ra-
diant intensity of the sun’s surface.

Problem 2.14: A typical laser pointer used in lectures puts out 5
mW of power into a nearly parallel beam with a diameter of 5 mm.
(a) What is the flux density normal to the beam, and how does it com-
pare with the typical clear-sky solar flux (at ground level) on a sur-
face normal to the beam of 1000 W m−2? (b) If beam can be assumed
to be confined to a cone of angular diameter 1 milliradian, what is
the intensity of the beam in watts per steradian, and how does this
compare with the intensity of sunlight computed from the above so-
lar flux and an angular diameter of 0.5◦ for the sun’s disk?

Conservation of Intensity

You have probably known since you were small that the ability of a
light source to illuminate an object weakens rapidly with increasing
distance. A flashlight illuminates a book under the bedcovers much
more brightly than it does an animal lurking in those bushes at the
edge of the campsite. Likewise, the earth is much more brightly
illuminated by the sun than is Pluto.

You might hastily infer from these observations that the inten-
sity of radiation associated with a given point at the source is also a
function of the distance of the observer. If you were talking about
the incident flux, you would be right. This is not the case for inten-
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sity however. On the contrary, within a vacuum or other transparent
medium, radiant intensity is conserved along any optical path.5

To verify this principle in a simple case, tape a sheet of white pa-
per to the wall at eye level. Look at it from a couple feet away; then
back up and look at it from across the room. Although its appar-
ent size (solid angle) changes with distance, its apparent brightness
does not (assuming you didn’t adjust the room lights!).

The same principle applies to optical systems such as lenses,
mirrors, prisms, etc., as long as we ignore losses due to absorption
and/or partial reflections (e.g., from the surface of lenses) and as
long as we measure the intensity in the same medium (e.g., air) in
all cases. A magnifying glass makes objects appear larger, but it has
little effect on the object’s brightness. The same is true of binoculars
and telescopes.6

Intensity and Polarization†

For many applications, one need only keep track of the total scalar
intensity I of a stream of radiation as defined above. However, we
previously alluded to the polarization properties of EM radiation,
and it is sometimes necessary to keep track of these as well. One
reason might be a need for greater accuracy in radiative transfer
calculations, as disregarding polarization almost always entails an
approximation, especially when scattering by particles or surfaces is
important. Another occasion arises when you are measuring radia-
tion of one particular polarization (e.g, linear vertical or horizontal).
This is often the case for microwave remote sensing instruments.

5The intensity can change when the radiation passes from one medium to an-
other.

6But wait, you say. Telescopes definitely do make stars appear brighter: many
that are invisible to the naked eye become clearly visible through a telescope. How
can this behavior be reconciled with the previous assertions? The explanation is
that stars subtend a angle far too small for the eye to resolve. As a result, the eye
responds not to the intensity of the star but rather to the total flux integrated over
a finite solid angle. That solid angle is determined by the eye’s resolving power.
Thus, moderately near-sighted individuals will see a few bright stars but will miss
many more that are easily detectable by sharp-eyed people. A telescope increases
the solid angle subtended by a star, and thus the total flux from that direction,
making it more easily visible to everyone.



44 2. Properties of Radiation

When polarization must be considered, we require a representa-
tion of intensity that is capable of providing complete information
about the state of polarization. One such representation gives the
intensity as a four-element vector

I =









I
Q
U
V









. (2.52)

The elements of this vector are called the Stokes parameters. The
first element, I, is the same as the scalar intensity we have already
discussed. The remaining elements Q, U, V contain information
concerning the degree of polarization (recall that incoherent radia-
tion can be polarized to any degree, whereas coherent radiation is
always fully polarized), about the preferred orientation of the polar-
ization, and about the nature of the polarization – circular, linear,
or something in between. In particular, the degree of polarization is

defined as
√

Q2 + U2 + V2/I. The ratios
√

Q2 + U2/I and V/I, re-
spectively, are the degree of linear polarization and the degree of circular
polarization.

Thus, for completely unpolarized radiation, Q = U = V = 0,
and for fully polarized radiation

I2 = Q2 + U2 + V2. (2.53)

It is beyond the scope of this introductory text to give a detailed
electromagnetic definition of each of the Stokes parameters.7 How-
ever, some illustrative examples are given in Table 2.1.

How is the vector representation of intensity actually used? In
the scalar case (i.e., when we’re ignoring polarization), most inter-
actions of radiation with matter can be described via the multiplica-
tion of the intensity by a scalar coefficient, which we will arbitrarily
denote A. Thus,

Inew = A · Iold. (2.54)

7A good overview is given in Section 2.3 of S94.
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Table 2.1: Examples of Stokes parameter values.

Description [I,Q,U,V]

Horizontally polarized [1, 1, 0, 0]
Vertically polarized [1,−1, 0, 0]
Linearly polarized at +45◦ [1, 0, 1, 0]
Linearly polarized at −45◦ [1, 0,−1, 0]
Right circularly polarized [1, 0, 0, 1]
Left circularly polarized [1, 0, 0,−1]
Unpolarized [1, 0, 0, 0]

For example, if the process in question is a reflection from a surface,
the coefficient A might represent a scalar reflectivity value ranging
from 0 to 1.

In the fully polarized case, the scalar coefficient A is replaced by
a 4 × 4 Mueller matrix A, so that the new intensity is described via
the matrix operation

Inew = AIold. (2.55)

Thus, the Mueller matrix describes not only how the overall inten-
sity changes but also how the polarization changes. For example, an
optical device represented by the following Mueller matrix A will
transform a beam of radiation having arbitrary polarization into one
that is 100% right-circularly polarized:

A =
1

2









1 1 0 0
0 0 0 0
0 0 0 0
1 1 0 0









. (2.56)

Problem 2.15: Demonstrate that (2.56) does what is claimed.
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Fig. 2.6: The flux density of radiation carried by a beam in the direction Ω̂ through
a surface element dA is proportional to cos θ = n̂ · Ω̂.

2.7.3 Relationship between Flux and Intensity

We previously defined the flux F as the total power incident on a
unit area of surface. We then defined intensity in terms of a flux
contribution arriving from a very small element of solid angle dω
centered on a given direction of propagation Ω̂. It follows that the
flux incident on, passing through, or emerging from an arbitrary
surface is given by an integral over the relevant range of solid angle
of the intensity.

Let us start by considering the flux emerging upward from a hor-
izontal surface: it must be an integral of the intensity I(Ω̂) over
all possible directions Ω̂ directed skyward; i.e., into the 2π steradi-
ans of solid angle corresponding to the upper hemisphere. There is
one minor complication, however. Recall that intensity is defined in
terms of flux per unit solid angle normal to the beam. For our horizon-
tal surface, however, only one direction is normal; radiation from all
other directions passes through the surface at an oblique angle (Fig.
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2.6). Thus, we must weight the contributions to the flux by the co-
sine of the incidence angle relative to the normal vector n̂. For the
upward-directed flux F↑, we therefore have the following relation-
ship:

F↑ =
∫

2π
I↑(Ω̂)n̂ · Ω̂ dω. (2.57)

The above expression is generic: it doesn’t depend on one’s choice
of coordinate system. In practice, it is convenient to again introduce
spherical polar coordinates, with the z-axis normal to the surface:

F↑ =
∫ 2π

0

∫ π/2

0
I↑(θ, φ) cos θ sin θ dθdφ , (2.58)

where we have used (2.49) to express dω in terms of θ and φ.
For the downward flux, we integrate over the lower hemisphere,

so we have

F↓ = −
∫ 2π

0

∫ π

π/2
I↓(θ, φ) cos θ sin θ dθdφ . (2.59)

Since I is always positive, the above definitions always yield posi-
tive values for F↑ and F↓.

Key fact: For the special case that the intensity is isotropic — that
is, I is a constant for all directions in the hemisphere, then the above
integrals can be evaluated to yield

F = π I . (2.60)

Key fact: The net flux is defined as the difference between
upward- and downward-directed fluxes:

Fnet ≡ F↑ − F↓ , (2.61)

which can be expanded as

Fnet =
∫ 2π

0

∫ π

0
I(θ, φ) cos θ sin θ dθdφ =

∫

4π
I(Ω̂)n̂ · Ω̂ dω. (2.62)
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Note, by the way, that the notation used throughout this subsec-
tion implies that we are relating a broadband intensity to a broadband
flux. Identical relationships hold between the monochromatic inten-

sity Iλ and the monochromatic fluxes F↑
λ and F↓

λ .

Problem 2.16: If the intensity of radiation incident on a surface is
uniform from all directions and denoted by the constant I, verify that
the total flux is πI, as stated by (2.60). Note that this approximately
describes the illumination of a horizontal surface under a heavily
overcast sky. It also describes the relationship between the flux and
intensity of radiation leaving a surface, if that surface is emitting ra-
diation of uniform intensity in all directions.

Problem 2.17: As noted above, when the radiant intensity incident
on a flat surface is isotropic with intensity I, the resulting flux is πI.
The power intercepted by a circular flat plate of radius r is therefore
P = π2r2 I, assuming that it is illuminated from only one side. How
much power is intercepted by a sphere of radius r exposed to the same
source? Hint: There are various ways to reach the same conclusion,
some of which are more cumbersome than necessary. Try to find a
simple but compelling geometric argument.

Problem 2.18: Compute the flux from an overhead spherical sun,
as seen from a planet in an orbit of radius D, given that the sun has
radius Rs and a uniform intensity Is. Make no assumptions about
the size of D relative to Rs. Consider the radius of the planet itself to
be negligible. Use two different methods for your calculation:

(a) Method 1: Integrate the intensity over the solid angle sub-
tended by the sun, with the usual cosine-weighting relative to the
local vertical. You will need to derive an exact expression for the
solid angle subtended by the Sun’s disk for arbitrary D > Rs (see
Fig. 2.5).

(b) Method 2: Compute the flux density emerging from the sur-
face of the sun, translate that into a total power emitted by the sun,
and then distribute that power over the surface of a sphere of radius
D.

Do your two solutions agree?
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Solar Flux S0

Intercepted Flux Φ=S0πRE
2 

RE

Fig. 2.7: The total flux of solar radiation intercepted by the earth is equal to the
product of the incident flux density S0 and the area of the earth’s shadow.

2.8 Applications to Meteorology, Climatology,

and Remote Sensing

Of fundamental importance to the global climate is the input of en-
ergy from the sun and its spatial and temporal distribution. This
input is a function of two variables: 1) the flux of solar radiation
incident on the top of the atmosphere, and 2) the fraction of that
flux that is absorbed by either the surface or the atmosphere at each
point in the earth-atmosphere system. The second of these depends
in a complex way on distributions of clouds and absorbing gases in
the atmosphere, as well as on the absorbing properties of the sur-
face. These are all issues that will be taken up in the remainder of
this book. The first variable, however, can already be understood in
terms of the material presented in this chapter.

2.8.1 Global Insolation

The first question that may be asked is, how much total solar radia-
tion Φ is incident on the earth’s atmosphere, on average? This ques-
tion is easily solved by computing how much of the Sun’s output is
intercepted by the earth’s disk. That is, given that the mean solar
flux at Earth’s mean distance from the Sun is S0 = 1370 W m−2,
what cross-sectional area is presented to that flux by the earth (i.e.,
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how big of a shadow does the earth cast)? The answer of course8 is
A = πR2

E, where the mean radius of the earth is RE = 6373 km (Fig.
2.7). Thus

Φ = S0πR2
E = 1.74 × 1017 W (2.63)

This result is consistent with a mean distance of the earth from
the sun (Ds) of 1.496 × 108 km. The reality, however, is that the
earth’s orbit is slightly elliptical, with the Ds varying from 1.47 ×
108 km near January 3 (perihelion) to 1.52 × 108 km on about July
5 (aphelion). Thus, the top-of-the-atmosphere (TOA) solar flux S
varies seasonally from as little as 1330 W m−2 in July to as much as
1420 W m−2 in January.

Problem 2.19: Derive an expression for S as a function of S0, Ds,
and Ds. Show that ∆S/S0 ≈ −2∆Ds/Ds. That is, a positive 1%
change in Ds leads to a negative 2% change in S.

2.8.2 Regional and Seasonal Distribution of Insolation

At the distance of the earth from the sun, there is a more or less
constant flux of solar radiation of S0 = 1370 W m−2. As noted
above, there is actually some deviation from this value over the
course of the year, owing to the slightly varying distance of the
earth from the sun. Also, the power output P from the sun itself
varies slightly over time, due to factors such as sunspot activity as
well as other longer term variations that are neither well-measured
nor well-understood.

Even ignoring minor variations in S0 itself, it is clear that solar
radiation is not uniformly incident on the earth. The night side of
the earth receives no solar radiation at all. And even on the daylight
side, the flux of solar radiation measured on a unit horizontal area
at the top of the atmosphere depends on the angle of incidence of
the sun. If the sun is directly overhead (solar zenith angle θs = 0),
then the flux is equal to S0, but if θs > 0, then a unit area normal to

8Strictly speaking, this is an approximation that is valid only because the earth’s
radius is far smaller than the radius of the earth’s orbit.
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Solar Flux

Surface Area = A
Shadow Area  = A cos θ

s

Local Zenith

θ
s

Fig. 2.8: The relationship between local solar zenith angle θs and insolation on a
local horizontal plane.

the sun’s rays projects onto a larger area on the earth’s surface (Fig.
2.8). Thus, the solar flux measured on a unit horizontal area is given
by

F = S0 cos θs . (2.64)

Now consider the total insolation [energy per unit area] at the
top of the atmosphere at a single location over the course of a 24-
hour period. This insolation is given by

W =
∫ tsunset

tsunrise

S0 cos θs(t) dt. (2.65)

As you can probably guess from this expression (and from every-
day experience), W depends on two readily identifiable factors: (1)
the length of the day tsunset − tsunrise , and (2) the average value of
cos θs(t) during the time the sun is up.

At the equator, the length of a day is 12 hours year-round, but
the maximum elevation the sun reaches in the course of the day
varies with the time of year. Twice a year, at the time of the vernal
and autumnal equinox (approximately March 21 and September 21,
respectively), the sun passes directly overhead at noon. At other
times of year, the minimum zenith angle achieved in the course of
the day is equal to the angle of tilt of the earth’s axis toward or away
from the sun, up to a maximum of 23◦ at the time of the summer and
winter solstices (June 21 and December 21, respectively).

At latitudes poleward of 23◦, the sun is never directly overhead,
and the minimum zenith angle is always greater than zero. Dur-
ing the summer season, the sun can reach a point fairly high in the
sky, whereas in the winter season, the maximum elevation angle is



52 2. Properties of Radiation

much lower. Moreover, the days are longer in the summer hemi-
sphere than in the winter hemisphere. Indeed, poleward of the arc-
tic or antarctic circles, there is a substantial period of time during
the winter when the sun never comes up at all, while during the
corresponding period of high summer, the sun never sets. At the
poles themselves, the situation is very simple: the sun is up contin-
uously for one half of the year, and the solar zenith angle θs is nearly
constant over a 24-hour period.9

The combined effects of the length of day, of the variation in
cos θs, and of the slight variation of the earth’s distance from the
sun on daily insolation (at the top of the atmosphere) are depicted
in Fig. 2.9. Blacked-out areas depict dates and latitudes for which
the sun never emerges above the horizon. The dashed line (“decli-
nation of the sun”) indicates the dates/latitudes at which the noon-
time sun passes directly overhead. Not surprisingly, this curve co-
incides with the location of maximum daily insolation over most of
the year. However, within a week or two of the summer solstice,
the maximum daily insolation is found instead near the pole, where
there is daylight for a full 24 hours and the sun is a relatively high
23◦ above the horizon for the entire day.

If you integrate the daily insolation at a given latitude over the
entire annual cycle and then divide your result by the number of
days in a year, you get the daily average insolation, as depicted by the
heavy curve labeled “Annual” in Fig. 2.10. Also shown is the daily
insolation for the two solstice dates.

In closing, I would like to remind you that the insolation dis-
cussed above describes only the amount of solar radiation incident
at the top of the atmosphere. It is thus an upper bound on the amount
of solar radiation that is available to be absorbed by the earth and
atmosphere. In reality, a significant fraction of this radiation is im-
mediately reflected back to space by clouds, aerosols, air molecules,
and the underlying surface. A good part of the rest of this book is
concerned with the processes that determine how much radiation is

9Atmospheric refraction allows the sun to be visible from a location on the
earth’s surface when it is actually about 0.5◦, or approximately the diameter of the
sun’s disk, below the horizon. Thus, the sun rises somewhat sooner and sets some-
what later than would be predicted from geometric considerations alone. There-
fore, the length of continuous daylight at the North Pole (for example) is actually
somewhat longer than the expected six months.
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Fig. 2.9: Daily average solar flux at the top of the atmosphere, as a function of
latitude and time of year. Contour values are given in units of W m−2

.

absorbed and how much is reflected.

Problem 2.20: Compute, and compare with Fig. 2.9, the daily aver-
age top-of-the-atmosphere insolation [W m−2] for the following two
cases: (a) the North Pole at the time of the Northern Hemisphere
summer solstice; (b) the equator at the time of the equinox. Assume
that the solar flux normal to the beam is a constant 1370 W m−2, and
note that the North Pole is inclined 23◦ toward the Sun at the time of
the solstice.
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CHAPTER 3

The Electromagnetic Spectrum

In the previous chapter, we examined how electromagnetic radia-
tion behaves on a purely physical level, without being concerned
yet with its detailed interactions with matter. One important obser-
vation was that we can treat an arbitrary radiation field as a super-
position of many “pure” sinusoidal oscillations. The clearest every-
day example of this is the rainbow: white sunlight interacting with
raindrops is decomposed into the constituent colors red through vi-
olet, each of which corresponds to a narrow range of frequencies.
Radiation associated with a given frequency and trajectory in space
may be analyzed completely independently of all the others.

We also saw that there is no fundamental constraint on the fre-
quency that EM radiation can exhibit, as long as an oscillator with
the right natural frequency and/or an energy source with the mini-
mum required energy is present (recall from Section 2.6 that a single
photon has a specific energy determined by its frequency and that
an oscillator cannot emit less than that minimum amount).

In a vacuum, the frequency or wavelength of a photon is of lit-
tle practical consequence, as it cannot be absorbed, scattered, re-
flected, or refracted but rather is condemned to continue propagat-
ing in a straight line forever, regardless. In the presence of matter
however, the frequency becomes an all-important property and, to
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a very great degree, determines the photon’s ultimate fate.

There are several reasons why frequency does matter in the atmo-
sphere. First of all, as already mentioned several times, the energy
of a photon is given by E = hν. The rate of absorption and emission
of photons by the atmosphere is strongly dependent on the precise
value of that energy. Among other things, a physical or chemical
event requiring a minimum input of energy ∆Emin cannot be initi-
ated by a photon with a frequency of less than νmin = ∆Emin/h. Fur-
thermore, the quantum mechanical behavior of matter at the molec-
ular level imposes an even stronger constraint in many cases: to
be absorbed, the energy of a photon must almost exactly match a
certain well-defined set of values associated with allowable energy
levels in that molecule. We will examine these issues in considerable
detail in Chapter 9.

Another reason arises from the wave nature of radiation, which
comes to the forefront when radiation is scattered or reflected by
particles or surfaces. Such interactions arise primarily when the di-
mensions of a particle are comparable to or larger than the wave-
length. Thus, radiation in the visible band is rather weakly scattered
by air molecules but strongly scattered by cloud droplets. Longer
wavelengths in the microwave band (e.g., radar) are negligibly scat-
tered by cloud droplets but rather strongly by raindrops and hail-
stones. Longer wavelengths still (e.g., AM radio, with wavelengths
of order 102 m) may propagate unimpeded through any kind of
weather but may be diffracted around hills and reflected by deep
layers of ionized gases in the extreme upper atmosphere.

3.1 Frequency, Wavelength and Wavenumber

The most fundamental characteristic of a harmonic electromagnetic
field is its frequency ν = ω/2π, which has units of cycles per sec-
ond, or Hertz (Hz). Regardless of where you are and what other
processes affect it, radiation with frequency ν will always have that
frequency until such time as it is absorbed and converted into an-
other form of energy1.

1This assumes that you, the observer, are at a fixed distance from the source.
Otherwise the frequency will be shifted by the Doppler effect.



Major Spectral Bands 57

In practice, it is usually more convenient to specify the wave-
length λ rather than the frequency ν. This is because the frequen-
cies of interest to most atmospheric scientists tend to be numerically
large and unwieldy. The two parameters are related by

c = λν . (3.1)

Note that this relationship is valid for the wavelength in a vacuum.
Inside a medium like air or water, the phase speed of radiation is
somewhat slower than c and the actual wavelength is correspond-
ingly shorter. The dependence of the actual wavelength on the
index of refraction of the medium is important for understanding
some effects such as refraction. Normally, if we refer to wavelength
without further qualification, we mean wavelength in a vacuum.

For atmospheric radiation, wavelength is most commonly ex-
pressed using one of the following units, whichever is most con-
venient: nanometers (nm = 10−9 m), micrometers or microns (µm
= 10−6 m), or centimeters (cm = 10−2 m). Other units, such as the
Angstrom (10−10 m) are no longer widely used by meteorologists.

The description preferred by some specialists is neither wave-
length nor frequency but wavenumber ν̃, which is just the reciprocal
of wavelength:

ν̃ =
1

λ
=

ν

c
. (3.2)

Wavenumber is usually stated in units of inverse centimeters
(cm−1).

3.2 Major Spectral Bands

The electromagnetic spectrum spans an enormous range of frequen-
cies, from essentially zero to extremely high frequencies associated
with energetic photons released by nuclear reactions. As a matter of
convention, the spectrum has been subdivided by scientists and en-
gineers into a few discrete spectral bands. The frequency and wave-
length boundaries of the major spectral bands are given in Table 3.1
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Table 3.1: Regions of the electromagnetic spectrum

Region Spectral range Fraction of
solar output

Remarks

X rays λ < 0.01 µm Photoionizes all
species; absorbed in
upper atmosphere

Extreme UV 0.01 < λ < 0.1 µm 3 × 10−6 Photoionizes O2

and N2; absorbed
above 90 km

Far UV 0.1 < λ < 0.2 µm 0.01% Photodissociates
O2; absorbed above
50 km

UV-C 0.2 < λ < 0.28 µm 0.5% Photodissociates O2

and O3; absorbed
between 30 and 60
km

UV-B 0.28 < λ < 0.32 µm 1.3% Mostly absorbed by
O3 in stratosphere;
responsible for
sunburn

UV-A 0.32 < λ < 0.4 µm 6.2% Reaches surface

Visible 0.4 < λ < 0.7 µm 39% Atmosphere mostly
transparent

Near IR 0.7 < λ < 4 µm 52% Partially absorbed,
mainly by water
vapor

Thermal IR 4 < λ < 50 µm 0.9% Absorbed and
emitted by water
vapor, carbon
dioxide, ozone, and
other trace gases

Far IR 0.05 < λ < 1 mm Absorbed by water
vapor

Microwave λ >1 mm Clouds
semi-transparent
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60 3. The Electromagnetic Spectrum

and Fig. 3.1. It is important to understand that there is nothing spe-
cial about the precise frequencies defining the boundaries between
bands; in most cases, these boundaries were decided more or less ar-
bitrarily and have no real physical significance. There is for example
no abrupt change in the behavior of radiation as one crosses from
the microwave to the infrared band in the vicinity of 1 mm wave-
length. The exception of course is the visible band, whose bound-
aries are defined by the range of wavelengths (approximately 0.4 to
0.7 µm) that the normal human eye can see. Other animal species
might have defined this band differently. Many insects, for exam-
ple, can see well into the ultraviolet band.

Note that there are three rather distinct ways in which a par-
ticular spectral band can make itself “interesting” to atmospheric
scientists:

Diabatic heating/cooling - As pointed out in the introduction, ra-
diative transfer is one of the most important mechanisms of
heat exchange in the atmosphere, and is the sole mechanism
for heat exchange between the earth and the rest of the uni-
verse. For reasons that will become clearer later, not all spec-
tral bands contribute significantly in this category.

Photochemistry - Many of the chemical reactions that take place in
the atmosphere, including those that produce smog, as well
as some that help cleanse the air of pollutants, are driven
by sunlight. In addition, the existence of the ozone layer is
a direct result of photochemical processes. The photon energy
E = hν is a crucial factor in determining which spectral bands
are “players” in atmospheric photochemistry.

Remote sensing - Any frequency of radiation that is absorbed,
scattered or emitted by the atmosphere can potentially be ex-
ploited for satellite- or ground-based measurements of atmo-
spheric properties, such as temperature, humidity, the concen-
tration of trace constituents, and many other variables.

In this book, we shall restrict our attention to radiative processes
relevant primarily to the troposphere and stratosphere. With this
constraint in mind, we may now undertake a brief survey of the
major spectral bands.
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3.2.1 Gamma Rays and X-Rays

Gamma rays and X-rays, which are associated with wavelengths
shorter than ∼ 10−2 µm, are usually produced by nuclear decay,
nuclear fission and fusion, and other reactions involving energetic
subatomic particles. The most energetic of photons, gamma and
X-ray radiation can easily strip electrons from, or ionize, atoms and
decompose chemical compounds. As such, ionizing radiation poses
significant hazards to life. It is therefore fortunate that the strongest
natural sources are extraterrestrial — so-called cosmic rays — and
thus affect primarily the upper levels of the atmosphere. The in-
tensity of gamma and X-ray radiation arriving at the top of the at-
mosphere is typically reduced by well over half for each 100 mb
of atmosphere that it traverses, so that very little of this radiation
makes it to the lowest levels. But airline passengers are exposed to
nonnegligible levels of cosmic radiation.

In the lower troposphere, most natural radiation observed in
this spectral band is traceable to radioactive materials in the earth’s
crust, such as uranium and its daughter isotopes. Although such
sources are widely distributed, most are (thankfully) rather weak.

The gamma and X-ray bands are the only bands that have no
major significance for any of the three processes identified in the
previous section. Fluxes of radiation in these bands are not large
enough to have a measurable effect on the heating or cooling of the
lower and middle atmosphere. For various reasons, including the
absence of strong natural terrestrial sources and the relatively strong
attenuation of ultrashort wavelength radiation by the atmosphere,
remote sensing of the troposphere and stratosphere is not a practical
proposition in these bands. Finally, although these types of radia-
tion can potentially participate in chemical reactions, their role is
minor compared with that of ultraviolet radiation (see below). In
the view of lack of strong relevance of this band to meteorology, we
will not consider it further in this book.

3.2.2 Ultraviolet Band

The ultraviolet (UV) band occupies the range of wavelengths from
approximately 0.01 µm on the X-ray side to approximately 0.4 µm
on the visible-light side. The sun is the sole significant source of
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natural UV radiation in the atmosphere. However, the fraction of
sunlight at the top of the atmosphere that falls in this band is small,
only a few percent of the total power output. Nevertheless, this
contribution is very important. The UV band is further divided into
the following sub-bands:

UV-A extends from 0.4 down to 0.32 µm. Radiation in this sub-
band is a significant component of sunlight, comprising close
to 99% of the total solar UV radiation that reaches sea level.
Although UV-A radiation is invisible to the human eye, it
stimulates fluorescence (the emission of visible light) in some
materials — e.g., “Day-Glo” markers, highway safety cones,
and yellow tennis balls. So-called “black lights” used with
fluorescent posters are artificial sources of UV-A radiation. Al-
though the wavelengths are shorter, and therefore more ener-
getic, than those of visible light, UV-A is still relatively innocu-
ous with respect to living organisms. This is fortunate because
the atmosphere is rather transparent to UV-A.

UV-B extends from 0.32 down to 0.280 µm. Because of its even
shorter wavelength, its photons are energetic enough to ini-
tiate photochemical reactions, including injury of tissues (e.g.,
sunburn) and even damage to cellular DNA, leading to in-
creased risk of skin cancer in exposed individuals. Fortu-
nately, most UV-B (approximately 99%) is absorbed by ozone
in the stratosphere. However, thinning of the ozone layer by
human-manufactured chemicals is believed to be responsible
for a significant increase in the amount of UV-B now reaching
the surface.

UV-C extends from 0.280 to ∼0.1 µm. The most energetic UV sub-
band, virtually all UV-C radiation is absorbed in the meso-
sphere and uppermost stratosphere, where much of its energy
is expended on the dissociation of O2 into atomic oxygen. The
remainder is absorbed by ozone.

UV radiation is interesting in all three of the respects outlined
earlier. As we have already mentioned, it is a major player in at-
mospheric photochemistry. Also, satellite remote sensing of ozone
and other stratospheric constituents is possible in this band. Finally,
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Table 3.2: Relationship between color and wavelength

Wavelength interval (µm) Color

0.39–0.46 Violet
0.46–0.49 Dark Blue
0.49–0.51 Light Blue
0.51–0.55 Green
0.55–0.58 Yellow-Green
0.58–0.59 Yellow
0.59–0.62 Orange
0.62–0.76 Red

the absorption of solar UV radiation by ozone is a major diabatic
heating term in the stratosphere and mesosphere.

3.2.3 Visible Band

The visible band extends from approximately 0.4 µm to 0.7 µm. In
addition to its obvious importance for human vision, its significance
for the atmosphere cannot be overstated, despite the fact that it oc-
cupies a surprisingly narrow slice of the EM spectrum.

First, through an interesting coincidence, the visible band includes
the wavelength of maximum emission of radiation by the sun. (Fig. 3.2)
In fact, close to half of the total power output of the sun falls in this
narrow band.

Second, the cloud-free atmosphere is remarkably transparent to all vis-
ible wavelengths. We may take this for granted, but for no other major
spectral band is the atmosphere as uniformly transparent (Fig. 3.3).
This means that the absorption of visible solar radiation occurs pri-
marily at the surface of the earth rather than within the atmosphere
itself. Thus, the atmosphere is largely heated from below and only
secondarily by direct absorption of solar radiation. The thermal
structure of the atmosphere would likely be quite different if the at-
mosphere were less transparent to this component of the solar flux.

Clouds are remarkably reflective in the visible band. Again,
this might seem obvious, but it’s not true for many other spectral
bands. The global distribution of cloud cover has a huge influ-
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ence on the fraction of total solar radiation that gets absorbed by
the earth-atmosphere system rather than being reflected back out to
space.

Satellites with imaging capabilities in the visible band are able
to easily detect and classify clouds. In the absence of clouds, visible
imagers are able to map surface features, vegetation types, ocean
color (related to biological productivity) and many other variables.

3.2.4 Infrared Band

The infrared (IR) band extends from wavelengths of approximately
0.7 µm up to approximately 1000 µm or 1 mm. This rather broad
range (over three decades of wavelength) encompasses a rich vari-
ety of absorption and emission features in the atmosphere. IR radi-
ation is enormously important as the means by which energy is ex-
changed between lower and upper levels of the atmosphere and be-
tween the earth-atmosphere system and outer space. Not only does
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the steady-state climate of the earth depend heavily on the absorp-
tive and emissive properties of the atmosphere in the IR band, but
we now believe that the climate can change in response to human-
induced increases in IR-absorbing trace constituents (“greenhouse
gases”) in the atmosphere, such as water vapor, carbon dioxide,
methane, and chlorofluorocarbons (CFCs).

Because so many major and minor constituents of the atmo-
sphere have distinctive (and often very strong) absorption features
in the IR band, there are countless ways to exploit this band for re-
mote sensing of temperature, water vapor, and trace constituents.
On the other hand, the IR band is unimportant for atmospheric
photochemistry, because photon energies are below the threshold
required to dissociate most chemical compounds.

Atmospheric scientists tend to subdivide the IR band into three
sub-bands: the near IR band, the thermal IR band, and the far IR
band.

The near IR band is in one sense a continuation of the visible
band, in that the primary source of this radiation in the atmosphere
is the sun. It extends from 0.7 to 4 µm. Approximately half of the
sun’s output is found in this band, so that all but 1% of solar radi-
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ation incident on the top of the earth’s atmosphere is accounted for
by the UV, visible, and near IR bands together.

Unlike the case for the visible band, however, the atmosphere
is not uniformly transparent to all near-IR wavelengths but rather
exhibits a number of significant atmospheric absorption features.
Thus, a moderate fraction of near-IR radiation from the sun is ab-
sorbed by the atmosphere in this band. For some wavelengths, e.g.,
near 1.3 µm, absorption is nearly total.

The range from 4 µm to 50 µm encompasses what we will re-
fer to as the thermal IR band. Different sources quote various upper
wavelength bounds on the thermal IR band, some as low as 15 µm.
We have chosen the 50 µm bound because significant thermal en-
ergy exchanges via radiative transfer in the atmosphere occur up
to approximately this limit. The thermal IR band is “where the ac-
tion is” in view of both the magnitude of the energy exchanges and
the enormous complexity of the atmospheric absorption spectra in
this band. We will have much more to say about this band in later
chapters.

For our purposes, the far IR band represents wavelengths be-
tween about 50 µm and 1000 µm (1 mm). Energy transfer in the
atmosphere at these wavelengths is insignificant relative to that as-
sociated with the thermal IR, near IR, and visible bands. There are
some potential applications of the far IR band to remote sensing, es-
pecially of cirrus clouds, but otherwise this region of the spectrum
is relatively uninteresting to meteorologists.

3.2.5 Microwave and Radio Bands

Moving through the EM spectrum toward longer wavelengths
(lower frequencies), one leaves the far IR band and enters the mi-
crowave band at a wavelength of about 1 mm, or at a frequency of
about 300 GHz (GHz = gigahertz = 109 Hz). The lower bound (in
frequency) is often taken to be around 3 GHz, or 10 cm wavelength.
Thus, the microwave band encompasses two decades of frequency.
At lower frequencies still, and continuing down to zero, we have
the radio band. Note that both for historical reasons and because the
numbers are low enough to be manageable, it is most common to
use frequency rather than wavelength when describing microwave
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and radio band radiation.

From an engineering point of view, one of the distinguishing
characteristics of the radio band is that the frequencies involved are
low enough to be amenable to generation, amplification, and detec-
tion using traditional electronic components and circuits. By con-
trast, the much higher frequencies and shorter wavelengths of IR
and visible radiation require mirrors, diffraction gratings, and/or
lenses. The microwave band occupies a gray area, as many of the
components in microwave circuits have a quasi-optical character —
e.g., waveguides, resonant cavities, feedhorns, and parabolic reflec-
tors.

The microwave band has risen greatly in prominence in recent
years for its role in remote sensing of the atmosphere and surface.
Radar, which was first developed during World War II, is now the
principal means by which meteorologists monitor severe weather
and study the dynamics of convective cloud systems. Satellites with
sensors operating in the microwave band have proliferated since the
mid-1970s and are now a very important component of our weather
satellite programs, both for research and operationally.

The utility of the microwave band is greatly enhanced by the
relative transparency of clouds, especially at frequencies well below
100 GHz. The properties of the surface and of the total atmospheric
column — can be observed from space under all weather conditions
except rainfall.

The radio band, which by some definitions includes the mi-
crowave band, continues down to zero frequency. Frequencies
lower than around 3 GHz tend to interact very weakly with the
atmosphere and therefore have only limited applicability to atmo-
spheric remote sensing. Also, because of the long wavelengths in-
volved, it is difficult to achieve good directionality with antennas of
managable size (especially on satellites).

Two notable examples of remote sensing in the radio band do
bear mentioning: 1) ground-based Doppler wind profilers oper-
ating near 915 MHz, which observe scattering from turbulence-
induced fluctuations in atmospheric density and humidity, and 2)
lightning detection systems, which are sensitive to low-frequency
“static” emitted by lightning discharges. Apart from these cases,
radio wavelengths are of very limited interest to meteorologists.
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3.3 Solar and Terrestrial Radiation

In the previous section, we surveyed the entire electromagnetic
spectrum with an eye toward outlining the relevance of each ma-
jor band to atmospheric science. The two most important facts to
emerge from this survey are the following:

• Over 99% of the energy radiated by the sun and incident on
the top of the earth’s atmosphere is accounted for by just three
bands spanning wavelengths from 0.1 µm to 4 µm: the ultravi-
olet band contributes a few percent, with the remainder more
or less evenly split between the visible band and the near-
infrared band. We collectively refer to these bands as solar or
shortwave radiation. Although solar emission in other bands
may have some significance for remote sensing (e.g., sunglint
from the ocean surface in the microwave band), it is insignifi-
cant for the energy budget of the atmosphere.

• Over 99% of the radiative energy emitted by the earth and
atmosphere is found in the thermal infrared band from 4–
100 µm. We will often refer to radiation in this band as ter-
restrial or longwave radiation. Emission in other bands (prin-
cipally the far-IR and microwave bands) may be important
for remote sensing but is essentially irrelevant for the atmo-
spheric energy budget.

It is an interesting and convenient coincidence that a wave-
length of approximately 4 µm cleanly separates the band containing
most solar radiation from that containing most terrestrial emission
(Fig. 3.3). For a narrow range of wavelengths in the vicinity of 4 µm,
it may sometimes be necessary to consider both terrestrial and solar
sources, but for most wavelengths it is just one or the other. The
physical reasons for this separation will be addressed in Chapter 5;
for now it is sufficient to point out that disparate temperatures of
the sources (approximately 6000 K for the sun versus 250–300 K for
the earth and atmosphere) are responsible.



Applications 69

Problem 3.1: For the given electromagnetic waves in a vacuum,
compute the frequency ν in Hz, the wavenumber ν̃ in cm−1, and the
wavelength λ in µm. Also identify the spectral band.

a) λ = 0.0015 cm, b) ν = 37 GHz, c) ν̃ = 600 cm−1, d) λ = 300 nm,
e) ν = 3 × 1014 Hz, f) ν̃ = 10000 cm−1.

3.4 Applications to Meteorology, Climatology,

and Remote Sensing

3.4.1 UV Radiation and Ozone

The Ozone Layer

The absorption of radiation by way of molecular photodissociation
was briefly mentioned in Section 2.6. It turns out that this process

has easily observable consequences for the atmosphere and, for that
matter, for all of life on Earth. In particular, UV-C radiation is re-
sponsible for dissociating molecular oxygen, according to the reac-
tion

O2 + hν (λ < 0.2423 µm) → O + O. (3.3)

The large amount of molecular oxygen in the atmospheric column
absorbs most solar radiation at wavelengths shorter than 0.24 µm
by this mechanism.

The free oxygen atoms from the above reaction then can combine
with O2 to form ozone according to the reaction

O + O2 + M → O3 + M, (3.4)

where M is any third molecule or atom (required in order to carry
away the energy released by the above reaction).

It is fortunate for us that this second reaction occurs, because or-
dinary oxygen by itself would continue to allow dangerous UV-C
and UV-B radiation with wavelengths between 0.24 and 0.32 µm to
reach the surface, posing a deadly hazard to life. But ozone hap-
pens to absorb strongly between about 0.2 and 0.31 µm via elec-
tronic transitions. It therefore “mops up” most of whatever UV-B
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and UV-C was not absorbed via (3.3). Of course it does little for UV-
A radiation, with wavelengths longer than 0.32 µm. But radiation
in this band is relatively innocuous, except perhaps when it is used
to illuminate velvet blacklight posters of Elvis.

There remains a small sliver of the UV-B band between about
0.31 and 0.32 µm that manages to reach the surface without com-
plete absorption; it is precisely this narrow sliver that is primarily
responsible for sunburn. Lately, there has been considerable con-
cern over observed declines in ozone layer density. If the decline
continues, then the resulting widening of this narrow UV-B window
could have serious consequences for life on Earth.

In the very process of absorbing harmful shortwave UV ra-
diation, the ozone layer influences our environment in another
very important way. The solar energy that is absorbed by ozone
warms the atmosphere at those levels to a much higher temperature
than would be the case without the presence of ozone. Have you
ever wondered why temperature increases with height in the strato-
sphere, reaching a maximum at the stratopause before decreasing
again in the mesophere? The ozone layer is responsible!

In an atmosphere without free oxygen, and therefore without
ozone, the temperature structure would be much simpler: we’d
have a very deep troposphere (temperature generally decreasing
with height) transitioning directly to the thermosphere. The strato-
sphere and mesosphere would be missing. This is in fact what you
find on Mars, whose atmosphere consists mainly of CO2. On Earth,
the temperature structure of the lower stratosphere serves as a very
important “lid” on tropospheric convection and other circulations.
If you already have some background in atmospheric dynamics, try
to imagine how different our weather might be if the tropopause
were near 50 km altitude rather than its present 5-15 km!

Photochemical Smog

We have just surveyed the role of oxygen and ozone in the middle
atmosphere (stratosphere and mesosphere) in absorbing UV-C and
UV-B radiation. The UV-C, we saw, is mostly absorbed by photodis-
sociation of O2; the UV-B was then mostly absorbed by the resulting
O3. This leaves mainly UV-A radiation to reach the troposphere.
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Although less energetic than UV-B and UV-C radiation, UV-A
radiation is a key player in tropospheric chemistry. Among other
things, photochemical reactions involving organic molecules (e.g.
unburned fuel vapors) and nitrogen oxides (produced by high tem-
peratures in automobile engines) can lead to the formation of ozone
in surface air. Although ozone in the stratosphere is highly desirable
because of its UV-blocking characteristics, it is considered a serious
pollutant in near-surface air where we live, because it is a strong
chemical oxidant which attacks most organic substances, including
the lining of your lungs. Ozone is thus one of the main ingredients
of photochemical smog.

In its most basic form, the chemical sequence leading to ozone
pollution goes like this:

1. Automobile engines and other industrial processes emit pri-
mary pollutants, which include unburned hydrocarbons (a.k.a.
volatile organic compounds, or VOC) and nitrogen oxides —
nitrogen monoxide (NO) and nitrogen dioxide (NO2), collec-
tively known as NOx. The NO oxidizes, further increasing the
NO2 concentration.

2. The NO2 is photolyzed (photodissociated) according to the re-
action

NO2 + hν (λ < 0.4 µm) → NO + O⋆, (3.5)

where O⋆ is a highly reactive free oxygen atom that immedi-
ately combines with an ordinary oxygen molecule to form one
of several secondary pollutants2, in this case ozone:

O2 + O⋆ + M → O3 (3.6)

3. A third reaction completes the cycle, bringing us back to our
starting point:

O3 + NO → NO2 + O2 (3.7)

Graphically, the cycle is shown in Fig. 3.4. Although each pass
through the cycle doesn’t yield a net increase of ozone, the fact that

2Another major secondary pollutant, also produced by photochemical action
on the primary emissions, is peroxyacetyl nitrate, or PAN.
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there is (during the daytime) a continuous input of UV radiation im-
plies that there will be constant generation of new ozone as earlier
ozone molecules are destroyed, leading to a finite steady state con-
centration in the atmosphere. Although we won’t go into the pro-
cess here, one role of VOC molecules is to create additional sources
of NO and NO2, which increases the equilibrium concentration of
O3.

The location in the U.S. most stereotypically associated with
photochemical smog is the Los Angeles basin, with its high quota
of sunshine, high concentration of automobiles, and shallow pool
of stagnant air hemmed in by mountains.

The Hydroxyl Radical

So far we have seen an example of a photochemical process that
is “good” (ozone production in the stratosphere) and one that is
“bad” (ozone production in the troposphere). UV-A and visible ra-
diation are responsible for other photochemical processes in the tro-
posphere besides smog, not all of which yield harmful byproducts.
One in particular is quite beneficial: the production of short-lived
hydroxyl (OH) radicals by the following pair of reactions:

O3 + hν (λ < 0.34 µm) → O2 + O⋆ (3.8)

H2O + O⋆ → 2OH (3.9)
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where the ozone in the first of these equations occurs at low levels
even in unpolluted air. What is interesting about the hydroxyl radi-
cal is that it is highly reactive and acts to break down a wide range
of undesirable pollutants in the atmosphere, such as carbon monox-
ide and methane. In fact, OH radicals are sometimes referred to as
the atmosphere’s “detergent.” Without the daily action of hydroxyl
radicals, the air would be much dirtier, on average, than it is.

Among the very few pollutants that are impervious to break-
down by OH radicals are the synthetic compounds known as chlo-
rofluorocarbons (CFCs). These molecules are so exceptionally sta-
ble that they can persist in the atmosphere for as long as it takes
— often a year or more — for them to get circulated from the tropo-
sphere into the stratosphere. Only there are CFC molecules exposed
to enough UV-B and UV-C radiation to get broken down. Unfortu-
nately, one byproduct of the photolysis is a free chlorine atom. A
single Cl atom has the capacity to catalytically destroy many ozone
molecules. Therefore, the release of CFCs into the atmosphere over
the past few decades has led to a marked decrease in the steady state
concentration of ozone in the stratosphere. This is especially the
case in the polar regions during springtime, where complex chemi-
cal processes involving polar stratospheric cloud particles and sun-
light greatly accelerates the destruction of ozone. As noted above,
this thinning of the ozone layer is a point of great concern, due to
the hazards of UV-B radiation to life. Fortunately, progress has been
made in slowing the release of CFCs into the atmosphere, and the
ozone layer is now expected to gradually recover over the next few
decades.


