Real Analysis MAA 6616
Lecture 10
Approximation by Simple Functions



Convergence of Measurable Functions

Let {f }nen be a sequence of functions defined on a set E.
> The sequence {f, } converges to f pointwise on a set A if for every x € A we have
Tim fu(x) = f(2).
> The sequence {f, } converges to f pointwise a.e. on a set A if there exists a set Z of
measure zero such that l_i>m fu(x) = f(x) for every x € A\Z.
n oo
» The sequence {f, } converges to f uniformly on a set A if for every € > 0 there exists
N € Nsuch that |[f, —f] < eonA foralln > N.
» sup,fu is defined on E by sup,, f»(x) = sup{f,(x) : n € N} and inf, f, is defined on E
by inf, fn(x) = inf{f,(x) : n € N}.
> limy, s oofy = lirn supfn = inf {supf,,}
meN
> lim, ,  fu= hmlnff,, = sup{lnff,,}
meN nzm

Theorem (1)

Let {fu} be a sequence of measurable functions on a set E C R4. Suppose that f, is finite a.e.
on E for eachn € N. Then

1. Each function sup,, fu, inf, f,, lim sup f, and lim inf f,, is measurable on E.
n— oo n—00

2. If{fu} converges pointwise a.e. on E to a function f. Then f is measurable on E.



Simple Functions

Proof.

1. Letc € R. We have sup,, fu (x) = sup{fy(x) : n € N}. Hence {sup, fu > ¢} = U,en{fn > c}is
measurable as countable union of measurable sets. Therefore sup,, f;, is measurable. Since —f;, is measurable and

inf, f, = — sup, (—fu), then inf, f, is measurable.
We have lim sup f,; = inf F, with F,, = sup{f, : p > n}. It follows that F,, is measurable for all n . Therefore
n— oo n

inf, F, is also measurable. Similarly lirginff,l = sup Gy, with G, = inf{f, : p > n},is measurable.
n—oo n

2. We know from part 1 that lim sup,, f, is measurable. If in addition {f, } converges to f a.e. on E, then
f = lim sup,, f, a.e. on E and therefore f is measurable.
O
Let E C R?. A function ¢ : E — R is said to be simple if it takes only finitely many distinct
value: ¢(E) is a finite subset of R. In most statements we take simple functions to be also

measurable.

Lemma (1)

If  : E — R is a simple and measurable function, then there exist a family of disjoint
measurable sets E|, - - - , E, contained in E such that E = E| U - - - U E,,, and there exist real
numbers ay, - - - ,ay such that

j=n
¢ = A1 X, + 22X, +- anXg, = Zaij}
—1

The Proof is left as an exercise.
The representation of ¢ given in Lemma 1 is called the canonical representation of a simple
function



The Simple Approximation Lemma

Lemma (2)

Letf : E — R be measurable and bounded. For every € > 0, there exist simple functions ¢
and e on E such that 0 < e — ¢e < € and ¢pe < f < 1pe on the set E.

Proof.

Since f is bounded, then there exists an interval (a, b) such thatf(E) C (a, b). For the given € > 0, we can findn € N

b —
such that § =

< e. Consider the partition of [a, b] givenby cg = a < ¢ < --- < ¢y = bwith¢; = ¢y +jd

n
forj=1,--- ,n. Wehavecj —¢;_| = §.Foreachj =1, - ,nletE; =_/71([c/-,1, ¢j)). Then the collection
Ey, - - - , E, of measurable subset E is disjoint and covers E.

Define the simple functions ¢¢ and ¢ on E by

Jj=n Jj=n

be =D ¢ XE; and e = Z”J’XE]- .
i=1 j=1

We have then

j=n j=n
Ye—de = (G —c_)Xxg =p Oxp =8 <e.
j=1 [ 7
Also for any x € E there is a unique j € {1, --- ,n} suchthatx € Ejandsof(x) € [¢j_y, ¢;) therefore

Be(®) <F(x) < e (). |



The Simple Approximation Theorem

Before we state the main theorem, note that if ¢ and 1) are ﬂmple functions on E C ]Rq then

a¢ + bip is a simple function for any a, b € R. Indeed, if ¢ = Z X, and ) = Z Bngks
j=1 k=1

then ag + by = > (acj+ BB Xa; s, -
k=1 j=1
Theorem (2)
Let E C RY be a measurable set andf : E — R. Then

1. Iff > 0, then there is a sequence {¢n} of simple functions defined on E such that {¢,}
converges pointwise to f. The sequence {¢n} can be chosen to be increasing. That is
On < Gpt1 foralln € N.

2. For an arbitrary function f that may change sign, there is a sequence {¢n} of simple
functions defined on E such that {¢,} converges pointwise to f,

3. Iff is measurable, then the ¢,’s can be taken to be measurable.

4. Iff is bounded, the convergence is uniform.



1. Letn € N. Divide the interval [0, n] into n2" subintervals of equal length 1 /2" by the points j/2" with

— 1
j =0, ,n2" Considers the collection of subsets of E defined by Ajn =f -1 ( U YR 217)> for
j=1,--+ ,n2"and B, = f_l ([n, oo]). Note that this collection of subsets is disjoint and covers E. Define the
simple function ¢, by
n2" . 1
J—
j=

The sequence of simple functions { ¢, } is increasing (exercise) and converges to f. Indeed, let x € E. If f(x) # oo,
then there exits m € N such that f(x) < m and so for every n > mthere is a unique j € {1, - ,n2"} such that

X € Aj . Hence iz

< flx) < ? and ¢, (x) = T Therefore

[\
3

0 <10 — dulx) < 21 for all n

and so { ¢, (x)} converges to f(x). If f(x) = oo, thenx € B, and ¢, (x) = n converges to co.

S

Suppose that f changes sign. Consider the nonnegative functions f = max(f, 0) and f~ = max(—f, 0). We
have f = fT — f~. By part 1 there are sequences of simple functions {d)j} and {¢,” } that converge tof and
f7 . The sequence of simple functions {qb;r — ¢, } converges to f.

O
Parts 3 and 4 are left as exercises
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