More Linear Second Order Stuff : Variation of Paranmeters

By contrast wth the Method of Undeterm ned Coefficients,
which is essentially restricted to constant coefficient equations
and a small class of driving functions, the technique of variation
of paranmeters is quite general

Again, we shall restrict our attention to the second order
case. To simplify matters, we shall assune the equation is
normalized so that the coefficient function on the second
derivative termis "1", the function that is constantly one. Thus,
we are considering the equation

(*) y' +ax)y' + a(x)y = K(x),

where the coefficient functions, a, and a, and the driving
function, F, are continuous.

Suppose now t hat we have al ready dealt with the correspondi ng
honogeneous equati on,

(**) y" + a(x)y' + a)x)-y =0,

and have in hand a fundanental set of solutions to (**), {vy., Va}-.
Then, inspired by the form of the solution to the first order
linear differential equation, y' + a(x) -y = F(x),

y(x) = [HO)THFE()u(x)dx + c[p(x)] 4

where pis an integrating factor, we m ght guess that a particul ar
integral |ooks like this:

(***) Yp(X) = Vi(X) "ya(X) + Va(X) -ya(X),

where v, and v, are functions whose identity we shall eventually
reveal .

The reason for the guess is this. It turns out that the
function [u(x)]* = (1/u(x)) is a non-trivial solution to the
correspondi ng honogeneous equation, y' + a(x)-y =0, and the first
summand of y(x) is, in fact, y,(x). Look at its form The
function y, consists of a product 'of 'a non-trivial solution to the
correspondi ng honbgeneous equati on and anot her function. Now m X
in "linear". OK??

Let’s now attack the problemof identifying v, and v,. To do
this, we shall pretend y, is a solution to (*) and see what that
forces on us. CbV|oust, the first thing we night want to do is
conpute the first and second derlvatlves of Yo = Vi Y1 + Vy Y,

Cearly, vy, =vyy" +Vvi'y, + vy, + Vv, -y, Although it
is not very intuitive at this stage, it turns out that it is
desirable to have v,"'y;, + v,”'y, = 0. This sinplifies the first
derivative of y, in a critical way. A slightly nore advanced
perspective on this, where (*) is re-witten as a first order
[inear ODE involving vector-valued functions and matrix
coefficients, reveals that v,"'y, + v,’'y, = 0 is a necessary
condition for y, having the form (***) to be a solution to (*).
Because we shall be t hi nki ng about this with v, and v, as unknown
functions, we wll wite this as

(****) yl-Vl' + y2'V2' = 0.
Now i f we use (****), y," sinplifies to

Yo' = ViYLt VYo,



and t hus,
Yo' = VYt ot VYt vyt vy

After we substitute y, into (*) using y,” and y,” as above, use
strongly the assunption that y, and y, are solutions to the
correspondi ng honbgeneous equation (**), and perform a little
al gebraic magic, we obtain a second equation in v;," and v,":

(rx5%) Yi'Vi'l Y v = F(X).

It nowturns out that v;' and v,' have uni que solutions in the
i near systemconsisting of equations (****) and (*****). W know
that this system has a unique solution because the determ nant of
the coefficient matrix is the Wonskian, Wy, Vy,), and
Wy, Yy, # 0. So why is Wy, Yy, # 0?? Renenber this: we are
pretending that {y,, y,} is a fundanental set of solutions to (**).

Finally, after we solve the |inear systemconsisting of (****)
and (*****)  we can obtain v, and v, by doing sinple integrations.
At the very worst, we mght actually have to use the Fundanenta
Theorem of Cal cul us.

W'l now |look at a sinple exanple. Before we begin, ['1I
warn you that texts frequently deal with the |inear systemby using
Cramer’s Rule, which gives the solution neatly in terns of
determ nants. Although this gives a neat theoretical solution, ny
experience shows that you would be far wi ser dealing with the
I i near systemusing naive Algebra Il techniques. It turns out that
Cramer’s Rule leaves you with horrors to integrate. Doing naive
al gebra tends to clean up things so that when you are ready to
integrate, the integrands are not so intimdating. This is
particularly true for the small systens you will be handling here.
For larger systenms such as found in Signals and Systens type
courses, you will learn appropriate linear algebra tools to dea
with the increased conplexity.

Si nmpl e Exanpl e
y" +y = tan(x)

Si nce the correspondi ng honogeneous equation is y" +y =0,
which has as its auxiliary equation, nf + 1 = 0, a fundanental set
of solutions to the correspondi ng honbgenous equation is
{ sin(x), cos(x) }.

bserve that tan(x) is not an undeterm ned coefficient
function. Using the technique of variation of paraneters, we'd
expect to find a particular integral of the form

Yo(X) = vi(X)-sin(x) + v,y(Xx)- cos(x).

If y, as above, is to be a solution to y” +y = tan(x),
then v," and v," nust satisfy the foll ow ng system

sin(x)-v," + cos(x) v, =0

cos(x)-vy," - sin(x)-v,” = tan(x)
Notice, please, that these two equations are sinply (****) and
(*****) above with y;(x) = sin(x) and y,(x) = cos(Xx).

Now we shall solve this system using sinple Algebra II
techniques. To this end, solve for v,” in the first equation and



substitute the result into the second. You get the linear system

v," = -(cos(x)/sin(x)) v,
-cos(x) - (cos(x)/sin(x)) v, - sin(x)-v,” = tan(x).
bserve that the second equation just above is now a single
variable linear equation. If you nmultiply it by sin(x) and then
apply your favorite Pythagorean identity, sin?x) + cos?x) =1
the second equation magically becones -v,” = sin(x)- -tan(x).
Consequently, we get v,” = -sin(x)-tan(x) and v, = sin(x) after
the al gebraic dust settles. This gives us the kind of |inear
system we |ike:
v," = sin(x)
v, = -sin(x)- -tan(x),

where the solution is obvious.
To obtain v, and v,, we need only integrate. Thus,

[sin(x)dx = -cos(x) + c,

and .
- [sin(x)tan(x)dx = - [sin?(x)/cos(x)dx

Vs,

- (1 - cos?(x))/cos(x)dx

Jcos(x) - sec(x)dx

= sin(x) - In|] tan(x) + sec(x) | + d.

Final |y, observe that constants of integration, c and d above,
may safely be set equal to zero in order to obtain a sinple
particular integral for y" +y =tan(x). Their contribution to the
general solution may be handled by the arbitrary constants that
appear as part of vy.. Just do the algebra ... . After the
al gebrai c dust settles, we have

Yp(X) = - (In] tan(x) + sec(x) | ) cos(x).

If you want the general solution, you get sonething
resenbling

y(x) = c,; sin(x) + c,-cos(x) - (In| tan(x) + sec(x) | ) -cos(x).
Finally, it is time to turn to our FAQfile.
Question: "Since variation of paraneters is nore general than the

nmet hod of undeterm ned coefficients, dol really need to | earn that
UC function noi se??"

Answer : "No, but if you are pressed for tine, like at examti ne,
you mght just want to have the nethod of UC functions in your
arsenal. For both you have to solve linear systenms, but with the

met hod of UC functions, you don’t have to do any integrations. You
do have to be able to do differentiations correctly, though.”

The noi se above is dedicated to the nenmory of Sub-Tropical Depression #1, which
bathed us to the point where we were enisled at honme in verdant, soggy M am
Springs, thus naking the generation of these notes necessary and possible.
Eventual | y Sub-Tropi cal Depression #1 noved out to sea, got its act together, and
becane Tropical Depression Leslie. ©Ch ny, tropical depression. Cctober, 2000



