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•  The familiar (?) 1D world of Nucleon longitudinal structure: 
–  Take a nucleon 
–  Move it real fast along z 

⇒ light cone momentum  
     P+ = P0 + Pz (>>M) 

–  Hit a “parton” (q, g,…) inside 
–  Measure its l.c. momentum 

p+ = p0 + pz (m≈0) 
–  ⇒ Momentum Fraction ξ = p+ / P+ 

*) 
–  In DIS: ξ ≈ (qz - ν)/M ≈ xBj = Q2/2Mν�

–  Probability: 
 

–  Because of spin-1/2: 2nd SF F2(x)  
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(in the target rest frame) 
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Structure Functions and Moments:  
Why large x? Why neutron? 

•  qf(x→1) for both nucleons is a crucial 
test of valence quark models 

–  Isospin, SU(6) breaking, pQCD,… 
 

•  Precise PDFs at large x needed as 
input for LHC, ν experiments etc. 

–  Large x, medium Q2 evolves to 
medium x, large Q2 

–  Also: NUCLEAR structure functions 
•  Moments can be directly compared 

with OPE (twist expansion), Lattice 
QCD and Sum Rules 

–  All higher moments are weighted 
towards large x 

•  Quark-Hadron Duality 
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•  Behavior of PDFs still unknown for x → 1 
–  SU(6): d/u = 1/2, Δu/u = 2/3, Δd/d = -1/3 for all x 
–  Relativistic Quark model: Δu, Δd reduced 
–  Hyperfine effect (1-gluon-exchange): Spectator spin 

1 suppressed, d/u → 0, Δu/u → 1, Δd/d → -1/3 
–  Helicity conservation (pQCD): Spectator spin Sz ≠ 0 

suppressed, d/u → 1/5, Δu/u → 1, Δd/d → 1 
–  Orbital angular momentum: can explain slower 

convergence to Δd/d = 1 
•  Plenty of data on proton → mostly constraints 

on u and Δu 
•  Knowledge on d limited by lack of free neutron  

target (nuclear binding effects in d, 3He) 
•  Large x requires very high luminosity and 

resolution; binding effects become dominant 
uncertainty for the neutron 
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Present Knowledge of d/u (x → 1) 
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???

•  Neutron data limited by “Nuclear Binding Uncertainties” 

Assuming charge 

independence  
(= invariance under 180o 

rotations in isospin space): 
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dominant term in the asymmetry is given by

ap
1(x) =

"
12C1uu(x)� 6C1dd(x)

4u(x) + d(x)

#

⇠
"
u(x) + 0.912d(x)

u(x) + 0.25d(x)

#

Precision measurements in the range of x from 0.6 and 0.7 would be of great interest.
The fractional error in d/u is roughly twice the fractional error in APV . If the higher

twist contribution to APV for the deuteron is negligible, we will also neglect higher twist
for the hydrogen data. We estimate that we can obtain a 2% error on d/u over a range of
x bins, with the highest having an average x = 0.7, in 90 days of running. The achievable
precision is illustrated in Figure 2.8.

This proposal, 90 days
(follows MRST-2004)

Figure 2.8: Uncertainties in d/u together with error bars corresponding to results from
APV for a hydrogen target.

2.5.2 Induced Nuclear Isospin Violation

The ratio of the structure functions between complex nuclei and deuterium

R�
EMC =

4uA(x) + dA(x)

4u(x) + d(x)
(2.15)

PV DIS on p target, 90 days with SoLID. 
E12-10-007 in Jefferson Lab’s Hall A, 
approved with A rating.  

Cleanest way to access d/u 

•  Exploit different “charge” ratios for 
weak and electromagnetic 
interaction. 

•  Possible processes: W/Z 
production, neutrino → muon 
scattering, parity-violating lepton 
scattering (PV DIS). 

•  Advantage: Direct measurement on 
the proton; does not require 
assumptions about charge 
symmetry. 

•  Limitations in statistical precision.  

d/u 



Neutron Data Are Important… 
…but hard to get 

•  Free neutrons decay in 15 minutes.�

•  Radioactivity! �

•  Zero charge makes it difficult to create a dense target�
Magnetic bottle: 103 - 104 n/cm2 [TU München] �
Typical proton target: 4.1023 p/cm2 [10 cm LH] – 1014 p/cm2 [HERMES]�
�
=> Alternative Solution: Deuterons, Tritons and Helium-3…    
BUT: Nuclear Model Uncertainties: �
Fermi motion, off-shell effects (binding), structure modifications (EMC effect), 
extra pions/Deltas, coherent effects, 6-quark bags…



Large x - Large Nuclear Effects 

•  Even simple 
“Fermi Smearing” 
leads to significant 
dependence on D 
wave function 

•  Different models 
for off-shell and 
“EMC” effects lead 
to large additional 
variations 

•  Contributions from 
MEC, Δ(1232) and 
“exotic” degrees of 
freedom unknown 

•  FSI? 
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L. Weinstein, E.I. Piasetzky, D. Higinbotham, 
J. Gomez, O. Hen and R. Shneor, PRL106 052301 
(2011) 

Estimating the EMC effect in Deuterium 

Probability of a nucleon inside the nucleus to be in 
a “short-range” (tensor) correlation (dominated by 
pn correlations 10:1) 

xBj 



Figure 16: Projected inelastic data (W ≥ 2.0 GeV, except for the highest-x point for which W =

1.75 GeV) for the d/u quark distribution ratio from the proposed 3H/3He JLab experiment with a 11

GeV electron beam. The error bars include point-to-point statistical, experimental and theoretical

uncertainties, and an overall normalization uncertainty added in quadrature. The shaded band

indicates the present uncertainty due mainly to possible binding effects in the deuteron.

BigBite Spectrometer and ii) 33 hours for changing the polarity of the HRS and BBS dipole

magnets (11 manual interchanges of power cables). This bring the total experiment time to

999 hours (42 days). This total experiment time, as is customary, assumes 100% efficiency,

not including detector/spectrometer checkout time, Hall A apparatus or accelerator down

times etc.

34

“Marathon” Experiment in Hall A. W > 1.8 GeV. 
Experiment E12-10-103  42d, A rating, * from PAC41.  

One Solution: take ratio of nearly identical 
nuclei (EMC effect largely cancels) 

•  Best case: Isospin 
doublet 3He/3H. 

•    

•  Several experiments 
with tritium target 
planned for 2017 in 
Jefferson Lab’s Hall A 
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Alternative: Spectator Tagging 

spectator  

d(e,e’ps)X 

pS = E S ,
pS( ) ; αS =

ES −
pS ⋅ q̂

MD / 2

pn = MD −E S ,−
pS( ) ;αn = 2−αS

W *2 = pn + q( )2 =M *2 +2 (MD −Es )ν −
pn ⋅
q( )−Q2

≈ M *2 +2Mν (2−αS )−Q
2

€ 

x =
Q2

2pn
µqµ

≈
Q2

2Mν (2−αS )

M *2 = pn
µ pnµ

D(e,e’ps)X:  Cts vs. W* 

D(e,e’)X:  Cts vs. W 

12 UTFSM 2014 
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Spectator Tagging 
Limitations 

Final State Interactions 

Finite coverage of WF 
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Spectator Tagging 
Limitations 

Final State Interactions 

Finite coverage of WF 
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Spectator Tagging  
Example: BoNuS 

Helium/DME 
at 80/20 

ratio 

Gas 
Electron 
Multiplier 

3 GEMs 

7 atm D2 gas 

Møller el. 
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BoNuS RTPC 

Helium/DME 
at 80/20 

ratio 

dE/dx from charge  
along track (particle ID) 

140 µm

Gas 
Electron 
Multiplier 

φ, z from pads 
r from time 

3 GEMs 

7 atm D2 gas 

Møller el. 

e- (to CLAS) 

Drift 
Region 

Readout pads 
and electronics 

Nucl. Instr. Meth. A592, 273 (2008) 





Spectator Tagging  
Example: BoNuS - Results 
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A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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FIG. 3 (color online). Ratio Fn
2=F

p
2 versus x$ for various lower

limits onW$. All data are from the 5.262 GeV beam energy. The
error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
limits indicated by the solid lines. The inset shows the average
Q2 as a function of x$ for eachW$ cut. For these data !s is in the
range 1.0–1.2. The arrow indicates the point at which the data are
normalized to the CJ value. A single normalization constant IVIP
was used for all data. The resonance region (W$ < 2 GeV)
corresponds to x$ * 0:4, 0.5, and 0.6 for square, diamond, and
circle points, respectively.
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FIG. 1. (Color online) Kinematic coverage of the BONuS data.
The solid lines denote the fixed-W 2 thresholds for the four final state
mass regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.

III. TRUNCATED MOMENTS AND LOCAL
QUARK-HADRON DUALITY

Because the kinematic variables Q2, x, and W 2 are not
independent, a range in W 2 at fixed Q2 implies a corresponding
range in x. This makes possible a straightforward integration
of the experimental Fn

2 structure function data to obtain
the truncated moments Mn in Eq. (1). To minimize the
model dependence, we evaluate the integrals based solely on
the experimentally measured data points using a trapezoid
integration method.
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FIG. 2. (Color online) Representative neutron F n
2 structure func-

tion spectra from the BONuS experiment [30] at Q2 = 1.2 GeV2 (top
panel) and Q2 = 2.4 GeV2 (bottom panel). The open (filled) circles
represent data for a beam energy of E = 4.223 (5.262) GeV. The solid
curve is computed from the ABKM global PDF parametrization [42]
including higher twist effects and target mass corrections. The vertical
solid lines denote the fixed-W 2 thresholds for the four final state mass
regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.
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FIG. 3. (Color online) Second (N = 2) neutron truncated mo-
ments Mn

2 versus Q2 for the four resonance regions in Eq. (2) [labeled
as “first”, “second”, “third”, and “total”]. The moments obtained from
the BONuS data (filled circles) are compared with moments computed
from the ABKM global PDF parametrization [42] including target
mass and higher twist corrections (shaded rectangles). The errors
shown do not include the overall 10% normalization uncertainty.

A. Truncated neutron moments

The second (N = 2) truncated neutron moments, Mn
2 ,

obtained from the BONuS data are shown in Fig. 3 as a
function of Q2 for the four W 2 intervals defined in Eq. (2). The
numerical values for the moments are also listed in Table I. The
quoted errors take into account the experimental statistical and
random uncertainties added in quadrature, but do not include
the overall 10% systematic uncertainty. The typical truncated
moment shown in Fig. 3 is obtained by integrating over eight
or more structure function measurements. Thus the relative
uncertainty of the truncated moment is smaller with respect
to the relative random uncertainty of any individual structure
function data point, and ranges between 2% and 4% for the
N = 2 moments. As shown in Fig. 1 the kinematic coverage
of the data over the Q2 − x range studied is dense, the largest
x span over which inter or extrapolation had to be carried

TABLE I. Second (N = 2) truncated moments (in units of 10−3)
of the neutron F2 structure function from the BONuS data for
the W 2 regions in Eq. (2). The errors are a quadrature sum of
statistical and random uncertainties, but do not include the overall
10% normalization uncertainty.

Q2 [GeV2] M2 [×10−3]

1st 2nd 3rd total

1.0 31.5 ± 1.1 16.4 ± 0.4 14.1 ± 0.3 76.7 ± 1.2
1.2 23.5 ± 0.5 15.3 ± 0.3 13.0 ± 0.3 67.4 ± 0.6
1.4 17.7 ± 0.4 13.5 ± 0.2 12.1 ± 0.3 57.7 ± 0.5
1.7 12.3 ± 0.3 10.7 ± 0.2 10.5 ± 0.2 46.7 ± 0.5
2.0 8.4 ± 0.2 8.5 ± 0.2 9.0 ± 0.2 38.4 ± 0.4
2.4 5.8 ± 0.2 6.1 ± 0.1 7.1 ± 0.3 29.5 ± 0.4
2.9 3.4 ± 0.1 4.5 ± 0.1 5.3 ± 0.3 21.5 ± 0.4
3.4 2.1 ± 0.1 3.1 ± 0.1 4.0 ± 0.2 15.8 ± 0.3
4.1 1.3 ± 0.1 1.7 ± 0.1 2.8 ± 0.1 –
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standard error. This error agreed very well with !rstat, which
supports the hypothesis that variations in r within a bin are
purely statistical. Systematic bias was also studied using a cut
for Q2 > 2 GeV2, which in the region of comparison showed
no significant deviation from the data that include lower Q2

values.
Overall systematic uncertainties were estimated by varying

the models for F
p
2 /F d

2 and the kinematic cuts. The model
dependence was explored using the published CB fits and
two later improvements applied to kinematic case 1 using the
5-GeV data. The kinematic dependence was explored using
kinematic cases 1–4 for the 5-GeV data and case 1 for the
4-GeV data. In order to separate the overall normalization
uncertainty from other systematic uncertainties, we fit the
EMC slope in the range 0.35 < x < 0.7 and rescaled the
data such that the linear fit intersected unity at x = 0.31. This
value was obtained from a global analysis of the EMC effect
in all nuclei [13]. The scaling factors ranged from 0.99 to
1.01 for the different cases. The average variation in Rd

EMC(x)
at fixed x for the different cases, the 1% scale uncertainty,
and the BONuS systematic uncertainty !R

sys
EMC were added

in quadrature to yield !R
sys
tot , which is listed in Table I and

shown as the blue band in Fig. 2. The systematic uncertainties
of the BONuS data themselves dominate at large x, whereas
the model uncertainties of the global fits dominate at low x
(high W ). The mid-x region is dominated by the normalization
uncertainty. For case 2 with x > 0.4, Rd

EMC tends to be higher
than for case 1. This arises in a region of significantly lower
statistics on account of the higher-W cut and fewer kinematic
points available for resonance averaging. Although the slope
dRd

EMC/dx in this case is consistent with zero, we find this
result unstable to small changes in kinematics. Case 2 at high
x figures into the systematic errors on our quoted Rd

EMC values,
however.

Since the data span a large and relatively low Q2 range
starting at 1 GeV2, one needs to worry about whether Rd

EMC is

TABLE I. EMC results for the deuteron. The columns correspond
to the number of kinematic points, average x and Q2, the EMC ratio,
the statistical and systematic errors from the BONuS data, and the
total systematic error including modeling of F

p
2 /F d

2 .

⟨Q2⟩
N ⟨x⟩ (GeV2) Rd

EMC !Rstat
EMC !R

sys
EMC !R

sys
tot

28 0.177 1.09 0.995 0.003 0.002 0.015
55 0.224 1.24 0.991 0.003 0.003 0.010
65 0.273 1.39 0.997 0.003 0.003 0.007
71 0.323 1.50 0.994 0.003 0.004 0.007
70 0.373 1.63 1.000 0.003 0.005 0.007
70 0.422 1.71 0.992 0.003 0.007 0.009
71 0.472 1.85 0.983 0.004 0.009 0.009
56 0.523 2.01 0.967 0.004 0.011 0.012
47 0.572 2.30 0.994 0.006 0.013 0.014
41 0.619 2.54 0.974 0.007 0.017 0.017
26 0.670 2.97 0.984 0.011 0.020 0.021
21 0.719 3.39 1.019 0.019 0.023 0.025
11 0.767 4.03 1.075 0.041 0.024 0.029
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FIG. 2. (Color online) The deuteron EMC ratio Rd
EMC = F d

2 /

(F n
2 + F

p
2 ) as extracted from the BONuS data. Total systematic

uncertainties are shown as a band arbitrarily positioned at 0.91 (blue).
The yellow band shows the CJ12 [49] limits expected from their
nuclear models. The black points are the combined 4- and 5-GeV
data, whereas the red points are the 4-GeV data alone. The dashed
blue line shows the calculations of Ref. [36]. The solid line (black) is
the fit to the black points for 0.35 < x < 0.7.

simply an artifact of structure function evolution. To study this
we looked at the contents of each x bin separately. Figure 1
shows that each x bin covers a wide enough Q2 range to study
Q2 variations within that bin. For this study each data point
was converted into Rd

EMC as described above, and instead of
averaging, all values were fit to a straight line versus Q2.
Fitting to a constant slope yields dRd

EMC/dQ2 = 0.0037(45),
which is consistent with no observable Q2 variation.

Although the BONuS F2 data were extracted assuming that
the longitudinal-to-transverse cross section ratio R cancels in
the neutron-to-deuteron ratios, the associated uncertainty is
included in the published results. Some nuclear dependence to
R could, however, slightly modify our EMC results [48].

IV. RESULTS

Our final result uses the new self-consistent convolution
model [44] for F

p
2 /F d

2 , which was used to determine the
absolute normalization of the final published BONuS Fn

2 /F d
2

data [42]. It provides an excellent representation of F2 for our
kinematics. Our result uses the combined 5.26- and 4.22-GeV
data with cuts Q2 > 1 GeV2 and W > 1.4 GeV. A linear fit for
0.35 < x < 0.7 yields dRd

EMC/dx = −0.10 ± 0.05 where the
uncertainty comes from the χ2 fit. Figure 2 shows these results
together with comparisons to various models. For x < 0.5
the EMC ratios Rd

EMC agree within uncertainties with those
obtained using more stringent cuts in W . The ratio for x > 0.5
continues the trend of the lower-x data, with a hint of the
expected rise above x = 0.7 as seen in RA

EMC for heavier nuclei,
but these high-x values are more uncertain because there are
fewer data points for resonance averaging. The black circles
are the combined results for 4 and 5 GeV, which are clearly
dominated by the 5-GeV data. The 4-GeV data by themselves
(red triangles) are consistent with the combined data set. The
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A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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FIG. 3 (color online). Ratio Fn
2=F

p
2 versus x$ for various lower

limits onW$. All data are from the 5.262 GeV beam energy. The
error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
limits indicated by the solid lines. The inset shows the average
Q2 as a function of x$ for eachW$ cut. For these data !s is in the
range 1.0–1.2. The arrow indicates the point at which the data are
normalized to the CJ value. A single normalization constant IVIP
was used for all data. The resonance region (W$ < 2 GeV)
corresponds to x$ * 0:4, 0.5, and 0.6 for square, diamond, and
circle points, respectively.
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FIG. 1. (Color online) Kinematic coverage of the BONuS data.
The solid lines denote the fixed-W 2 thresholds for the four final state
mass regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.

III. TRUNCATED MOMENTS AND LOCAL
QUARK-HADRON DUALITY

Because the kinematic variables Q2, x, and W 2 are not
independent, a range in W 2 at fixed Q2 implies a corresponding
range in x. This makes possible a straightforward integration
of the experimental Fn

2 structure function data to obtain
the truncated moments Mn in Eq. (1). To minimize the
model dependence, we evaluate the integrals based solely on
the experimentally measured data points using a trapezoid
integration method.
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FIG. 2. (Color online) Representative neutron F n
2 structure func-

tion spectra from the BONuS experiment [30] at Q2 = 1.2 GeV2 (top
panel) and Q2 = 2.4 GeV2 (bottom panel). The open (filled) circles
represent data for a beam energy of E = 4.223 (5.262) GeV. The solid
curve is computed from the ABKM global PDF parametrization [42]
including higher twist effects and target mass corrections. The vertical
solid lines denote the fixed-W 2 thresholds for the four final state mass
regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.
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FIG. 3. (Color online) Second (N = 2) neutron truncated mo-
ments Mn

2 versus Q2 for the four resonance regions in Eq. (2) [labeled
as “first”, “second”, “third”, and “total”]. The moments obtained from
the BONuS data (filled circles) are compared with moments computed
from the ABKM global PDF parametrization [42] including target
mass and higher twist corrections (shaded rectangles). The errors
shown do not include the overall 10% normalization uncertainty.

A. Truncated neutron moments

The second (N = 2) truncated neutron moments, Mn
2 ,

obtained from the BONuS data are shown in Fig. 3 as a
function of Q2 for the four W 2 intervals defined in Eq. (2). The
numerical values for the moments are also listed in Table I. The
quoted errors take into account the experimental statistical and
random uncertainties added in quadrature, but do not include
the overall 10% systematic uncertainty. The typical truncated
moment shown in Fig. 3 is obtained by integrating over eight
or more structure function measurements. Thus the relative
uncertainty of the truncated moment is smaller with respect
to the relative random uncertainty of any individual structure
function data point, and ranges between 2% and 4% for the
N = 2 moments. As shown in Fig. 1 the kinematic coverage
of the data over the Q2 − x range studied is dense, the largest
x span over which inter or extrapolation had to be carried

TABLE I. Second (N = 2) truncated moments (in units of 10−3)
of the neutron F2 structure function from the BONuS data for
the W 2 regions in Eq. (2). The errors are a quadrature sum of
statistical and random uncertainties, but do not include the overall
10% normalization uncertainty.

Q2 [GeV2] M2 [×10−3]

1st 2nd 3rd total

1.0 31.5 ± 1.1 16.4 ± 0.4 14.1 ± 0.3 76.7 ± 1.2
1.2 23.5 ± 0.5 15.3 ± 0.3 13.0 ± 0.3 67.4 ± 0.6
1.4 17.7 ± 0.4 13.5 ± 0.2 12.1 ± 0.3 57.7 ± 0.5
1.7 12.3 ± 0.3 10.7 ± 0.2 10.5 ± 0.2 46.7 ± 0.5
2.0 8.4 ± 0.2 8.5 ± 0.2 9.0 ± 0.2 38.4 ± 0.4
2.4 5.8 ± 0.2 6.1 ± 0.1 7.1 ± 0.3 29.5 ± 0.4
2.9 3.4 ± 0.1 4.5 ± 0.1 5.3 ± 0.3 21.5 ± 0.4
3.4 2.1 ± 0.1 3.1 ± 0.1 4.0 ± 0.2 15.8 ± 0.3
4.1 1.3 ± 0.1 1.7 ± 0.1 2.8 ± 0.1 –
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standard error. This error agreed very well with !rstat, which
supports the hypothesis that variations in r within a bin are
purely statistical. Systematic bias was also studied using a cut
for Q2 > 2 GeV2, which in the region of comparison showed
no significant deviation from the data that include lower Q2

values.
Overall systematic uncertainties were estimated by varying

the models for F
p
2 /F d

2 and the kinematic cuts. The model
dependence was explored using the published CB fits and
two later improvements applied to kinematic case 1 using the
5-GeV data. The kinematic dependence was explored using
kinematic cases 1–4 for the 5-GeV data and case 1 for the
4-GeV data. In order to separate the overall normalization
uncertainty from other systematic uncertainties, we fit the
EMC slope in the range 0.35 < x < 0.7 and rescaled the
data such that the linear fit intersected unity at x = 0.31. This
value was obtained from a global analysis of the EMC effect
in all nuclei [13]. The scaling factors ranged from 0.99 to
1.01 for the different cases. The average variation in Rd

EMC(x)
at fixed x for the different cases, the 1% scale uncertainty,
and the BONuS systematic uncertainty !R

sys
EMC were added

in quadrature to yield !R
sys
tot , which is listed in Table I and

shown as the blue band in Fig. 2. The systematic uncertainties
of the BONuS data themselves dominate at large x, whereas
the model uncertainties of the global fits dominate at low x
(high W ). The mid-x region is dominated by the normalization
uncertainty. For case 2 with x > 0.4, Rd

EMC tends to be higher
than for case 1. This arises in a region of significantly lower
statistics on account of the higher-W cut and fewer kinematic
points available for resonance averaging. Although the slope
dRd

EMC/dx in this case is consistent with zero, we find this
result unstable to small changes in kinematics. Case 2 at high
x figures into the systematic errors on our quoted Rd

EMC values,
however.

Since the data span a large and relatively low Q2 range
starting at 1 GeV2, one needs to worry about whether Rd

EMC is

TABLE I. EMC results for the deuteron. The columns correspond
to the number of kinematic points, average x and Q2, the EMC ratio,
the statistical and systematic errors from the BONuS data, and the
total systematic error including modeling of F

p
2 /F d

2 .

⟨Q2⟩
N ⟨x⟩ (GeV2) Rd

EMC !Rstat
EMC !R

sys
EMC !R

sys
tot

28 0.177 1.09 0.995 0.003 0.002 0.015
55 0.224 1.24 0.991 0.003 0.003 0.010
65 0.273 1.39 0.997 0.003 0.003 0.007
71 0.323 1.50 0.994 0.003 0.004 0.007
70 0.373 1.63 1.000 0.003 0.005 0.007
70 0.422 1.71 0.992 0.003 0.007 0.009
71 0.472 1.85 0.983 0.004 0.009 0.009
56 0.523 2.01 0.967 0.004 0.011 0.012
47 0.572 2.30 0.994 0.006 0.013 0.014
41 0.619 2.54 0.974 0.007 0.017 0.017
26 0.670 2.97 0.984 0.011 0.020 0.021
21 0.719 3.39 1.019 0.019 0.023 0.025
11 0.767 4.03 1.075 0.041 0.024 0.029
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FIG. 2. (Color online) The deuteron EMC ratio Rd
EMC = F d

2 /

(F n
2 + F

p
2 ) as extracted from the BONuS data. Total systematic

uncertainties are shown as a band arbitrarily positioned at 0.91 (blue).
The yellow band shows the CJ12 [49] limits expected from their
nuclear models. The black points are the combined 4- and 5-GeV
data, whereas the red points are the 4-GeV data alone. The dashed
blue line shows the calculations of Ref. [36]. The solid line (black) is
the fit to the black points for 0.35 < x < 0.7.

simply an artifact of structure function evolution. To study this
we looked at the contents of each x bin separately. Figure 1
shows that each x bin covers a wide enough Q2 range to study
Q2 variations within that bin. For this study each data point
was converted into Rd

EMC as described above, and instead of
averaging, all values were fit to a straight line versus Q2.
Fitting to a constant slope yields dRd

EMC/dQ2 = 0.0037(45),
which is consistent with no observable Q2 variation.

Although the BONuS F2 data were extracted assuming that
the longitudinal-to-transverse cross section ratio R cancels in
the neutron-to-deuteron ratios, the associated uncertainty is
included in the published results. Some nuclear dependence to
R could, however, slightly modify our EMC results [48].

IV. RESULTS

Our final result uses the new self-consistent convolution
model [44] for F

p
2 /F d

2 , which was used to determine the
absolute normalization of the final published BONuS Fn

2 /F d
2

data [42]. It provides an excellent representation of F2 for our
kinematics. Our result uses the combined 5.26- and 4.22-GeV
data with cuts Q2 > 1 GeV2 and W > 1.4 GeV. A linear fit for
0.35 < x < 0.7 yields dRd

EMC/dx = −0.10 ± 0.05 where the
uncertainty comes from the χ2 fit. Figure 2 shows these results
together with comparisons to various models. For x < 0.5
the EMC ratios Rd

EMC agree within uncertainties with those
obtained using more stringent cuts in W . The ratio for x > 0.5
continues the trend of the lower-x data, with a hint of the
expected rise above x = 0.7 as seen in RA

EMC for heavier nuclei,
but these high-x values are more uncertain because there are
fewer data points for resonance averaging. The black circles
are the combined results for 4 and 5 GeV, which are clearly
dominated by the 5-GeV data. The 4-GeV data by themselves
(red triangles) are consistent with the combined data set. The
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FIG. 1. (Color online) Kinematic coverage of the BONuS data.
The solid lines denote the fixed-W 2 thresholds for the four final state
mass regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.

III. TRUNCATED MOMENTS AND LOCAL
QUARK-HADRON DUALITY

Because the kinematic variables Q2, x, and W 2 are not
independent, a range in W 2 at fixed Q2 implies a corresponding
range in x. This makes possible a straightforward integration
of the experimental Fn

2 structure function data to obtain
the truncated moments Mn in Eq. (1). To minimize the
model dependence, we evaluate the integrals based solely on
the experimentally measured data points using a trapezoid
integration method.
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FIG. 2. (Color online) Representative neutron F n
2 structure func-

tion spectra from the BONuS experiment [30] at Q2 = 1.2 GeV2 (top
panel) and Q2 = 2.4 GeV2 (bottom panel). The open (filled) circles
represent data for a beam energy of E = 4.223 (5.262) GeV. The solid
curve is computed from the ABKM global PDF parametrization [42]
including higher twist effects and target mass corrections. The vertical
solid lines denote the fixed-W 2 thresholds for the four final state mass
regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.
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FIG. 3. (Color online) Second (N = 2) neutron truncated mo-
ments Mn

2 versus Q2 for the four resonance regions in Eq. (2) [labeled
as “first”, “second”, “third”, and “total”]. The moments obtained from
the BONuS data (filled circles) are compared with moments computed
from the ABKM global PDF parametrization [42] including target
mass and higher twist corrections (shaded rectangles). The errors
shown do not include the overall 10% normalization uncertainty.

A. Truncated neutron moments

The second (N = 2) truncated neutron moments, Mn
2 ,

obtained from the BONuS data are shown in Fig. 3 as a
function of Q2 for the four W 2 intervals defined in Eq. (2). The
numerical values for the moments are also listed in Table I. The
quoted errors take into account the experimental statistical and
random uncertainties added in quadrature, but do not include
the overall 10% systematic uncertainty. The typical truncated
moment shown in Fig. 3 is obtained by integrating over eight
or more structure function measurements. Thus the relative
uncertainty of the truncated moment is smaller with respect
to the relative random uncertainty of any individual structure
function data point, and ranges between 2% and 4% for the
N = 2 moments. As shown in Fig. 1 the kinematic coverage
of the data over the Q2 − x range studied is dense, the largest
x span over which inter or extrapolation had to be carried

TABLE I. Second (N = 2) truncated moments (in units of 10−3)
of the neutron F2 structure function from the BONuS data for
the W 2 regions in Eq. (2). The errors are a quadrature sum of
statistical and random uncertainties, but do not include the overall
10% normalization uncertainty.

Q2 [GeV2] M2 [×10−3]

1st 2nd 3rd total

1.0 31.5 ± 1.1 16.4 ± 0.4 14.1 ± 0.3 76.7 ± 1.2
1.2 23.5 ± 0.5 15.3 ± 0.3 13.0 ± 0.3 67.4 ± 0.6
1.4 17.7 ± 0.4 13.5 ± 0.2 12.1 ± 0.3 57.7 ± 0.5
1.7 12.3 ± 0.3 10.7 ± 0.2 10.5 ± 0.2 46.7 ± 0.5
2.0 8.4 ± 0.2 8.5 ± 0.2 9.0 ± 0.2 38.4 ± 0.4
2.4 5.8 ± 0.2 6.1 ± 0.1 7.1 ± 0.3 29.5 ± 0.4
2.9 3.4 ± 0.1 4.5 ± 0.1 5.3 ± 0.3 21.5 ± 0.4
3.4 2.1 ± 0.1 3.1 ± 0.1 4.0 ± 0.2 15.8 ± 0.3
4.1 1.3 ± 0.1 1.7 ± 0.1 2.8 ± 0.1 –
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Duality: Comparing F2n moments in x 
integrated over various resonance regions 
(red) to pQCD PDF fits (blue squares) 
integrated over the same x-range 
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A representative sample of the neutron Fn
2 spectra is

shown in Fig. 2, compared with a phenomenological
parametrization of Fn

2 [23] obtained from inclusive Fd
2

and Fp
2 data using a model of nuclear effects, and an

extraction [10] of Fn
2 from recent Fd

2 and Fp
2 data using

the nuclear smearing corrections of Ref. [25]. (The com-
plete spectra for all kinematics are published in the CLAS
database [26].)

The comparison shows reasonable overall agreement
between the BoNuS data and the model-dependent Fn

2

extractions [10,23] from inclusive data, but highlights
some residual discrepancies. In particular, at the lowest
Q2 values both the parametrization [23] and the model-
dependent extraction [10] underestimate the Fn

2 data,
especially in the vicinity of the !ð1232Þ peak. At larger
Q2 the models are in better agreement with the data in the
! region, but overestimate it somewhat in the third reso-
nance region at Q2 # 2:5 GeV2. This suggests that either
the nonresonant neutron contribution assumed in the model
[23], or possibly the treatment of nuclear corrections in
deuterium, need to be reconsidered.

The ratio of neutron to proton structure functions,
Fn
2=F

p
2 , is shown in Fig. 3 as a function of x$ for various

W$ cuts (W$ > 1:4, 1.6, and 1.8 GeV), and compared with
the ratio from the recent CJ global PDF fit [5] at matching

kinematics. The range for the global fit arises from experi-
mental and PDF fit uncertainties, as well as from uncer-
tainties in the treatment of nuclear corrections in the
analysis of inclusive Fd

2 data, which increase dramatically
at high x [2,5]. Where the kinematics overlap, the data for
the W$ > 1:8 GeV cut are in good agreement with the
global PDF fit for 0:3 & x$ & 0:6 (the data at the lowest
x$ values are outside of the range of validity of the global
fit, which is restricted to Q2 > 1:69 GeV2). Note that a
bump in Fn

2=F
p
2 appears near x$ ¼ 0:65 when relaxing the

W$ cut from 1.8 to 1.6 or 1.4 GeV, which likely indicates
that a resonance in this region is significantly enhanced in
the neutron relative to the inelastic Fn

2=F
p
2 background.

In summary, we have presented results on the first
measurement of the neutron Fn

2 structure function using
the spectator tagging technique, where the selection of
low-momentum protons at backward angles ensures scat-
tering from a nearly on-shell neutron in the deuteron. We
identify well-defined neutron resonance spectra in each of
the three prominent nucleon-resonance regions, which
broadly agree with earlier model-dependent extractions
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FIG. 2 (color online). Typical Fn
2 spectra from the BoNuS

experiment (filled circles) as a function of W$ for the various
Q2 ranges indicated. The beam energy was 5.262 GeVexcept for
the upper left plot at 4.223 GeV. For comparison the model-
dependent extraction from inclusive Fd

2 data (open circles) [10]
and the phenomenological model from Ref. [23] (solid curve)
are also shown. The error bars on the data points are statistical,
and the band along the abscissa represents the systematic error
without the overall 3% normalization uncertainty or the 3%
spectator approximation uncertainty.
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FIG. 3 (color online). Ratio Fn
2=F

p
2 versus x$ for various lower

limits onW$. All data are from the 5.262 GeV beam energy. The
error bars are statistical, with the total (correlated and uncorre-
lated) systematic uncertainties indicated by the band along the
abscissa. This band does not include the overall 3% normaliza-
tion uncertainty or the 3% spectator approximation uncertainty.
The data are compared with the recent parametrization from the
CJ global analysis [5], with the upper and lower uncertainty
limits indicated by the solid lines. The inset shows the average
Q2 as a function of x$ for eachW$ cut. For these data !s is in the
range 1.0–1.2. The arrow indicates the point at which the data are
normalized to the CJ value. A single normalization constant IVIP
was used for all data. The resonance region (W$ < 2 GeV)
corresponds to x$ * 0:4, 0.5, and 0.6 for square, diamond, and
circle points, respectively.
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FIG. 1. (Color online) Kinematic coverage of the BONuS data.
The solid lines denote the fixed-W 2 thresholds for the four final state
mass regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.

III. TRUNCATED MOMENTS AND LOCAL
QUARK-HADRON DUALITY

Because the kinematic variables Q2, x, and W 2 are not
independent, a range in W 2 at fixed Q2 implies a corresponding
range in x. This makes possible a straightforward integration
of the experimental Fn

2 structure function data to obtain
the truncated moments Mn in Eq. (1). To minimize the
model dependence, we evaluate the integrals based solely on
the experimentally measured data points using a trapezoid
integration method.
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FIG. 2. (Color online) Representative neutron F n
2 structure func-

tion spectra from the BONuS experiment [30] at Q2 = 1.2 GeV2 (top
panel) and Q2 = 2.4 GeV2 (bottom panel). The open (filled) circles
represent data for a beam energy of E = 4.223 (5.262) GeV. The solid
curve is computed from the ABKM global PDF parametrization [42]
including higher twist effects and target mass corrections. The vertical
solid lines denote the fixed-W 2 thresholds for the four final state mass
regions in Eq. (2), from W 2 = 1.3 to 4.0 GeV2.
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FIG. 3. (Color online) Second (N = 2) neutron truncated mo-
ments Mn

2 versus Q2 for the four resonance regions in Eq. (2) [labeled
as “first”, “second”, “third”, and “total”]. The moments obtained from
the BONuS data (filled circles) are compared with moments computed
from the ABKM global PDF parametrization [42] including target
mass and higher twist corrections (shaded rectangles). The errors
shown do not include the overall 10% normalization uncertainty.

A. Truncated neutron moments

The second (N = 2) truncated neutron moments, Mn
2 ,

obtained from the BONuS data are shown in Fig. 3 as a
function of Q2 for the four W 2 intervals defined in Eq. (2). The
numerical values for the moments are also listed in Table I. The
quoted errors take into account the experimental statistical and
random uncertainties added in quadrature, but do not include
the overall 10% systematic uncertainty. The typical truncated
moment shown in Fig. 3 is obtained by integrating over eight
or more structure function measurements. Thus the relative
uncertainty of the truncated moment is smaller with respect
to the relative random uncertainty of any individual structure
function data point, and ranges between 2% and 4% for the
N = 2 moments. As shown in Fig. 1 the kinematic coverage
of the data over the Q2 − x range studied is dense, the largest
x span over which inter or extrapolation had to be carried

TABLE I. Second (N = 2) truncated moments (in units of 10−3)
of the neutron F2 structure function from the BONuS data for
the W 2 regions in Eq. (2). The errors are a quadrature sum of
statistical and random uncertainties, but do not include the overall
10% normalization uncertainty.

Q2 [GeV2] M2 [×10−3]

1st 2nd 3rd total

1.0 31.5 ± 1.1 16.4 ± 0.4 14.1 ± 0.3 76.7 ± 1.2
1.2 23.5 ± 0.5 15.3 ± 0.3 13.0 ± 0.3 67.4 ± 0.6
1.4 17.7 ± 0.4 13.5 ± 0.2 12.1 ± 0.3 57.7 ± 0.5
1.7 12.3 ± 0.3 10.7 ± 0.2 10.5 ± 0.2 46.7 ± 0.5
2.0 8.4 ± 0.2 8.5 ± 0.2 9.0 ± 0.2 38.4 ± 0.4
2.4 5.8 ± 0.2 6.1 ± 0.1 7.1 ± 0.3 29.5 ± 0.4
2.9 3.4 ± 0.1 4.5 ± 0.1 5.3 ± 0.3 21.5 ± 0.4
3.4 2.1 ± 0.1 3.1 ± 0.1 4.0 ± 0.2 15.8 ± 0.3
4.1 1.3 ± 0.1 1.7 ± 0.1 2.8 ± 0.1 –
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MEASUREMENT OF THE EMC EFFECT IN THE DEUTERON PHYSICAL REVIEW C 92, 015211 (2015)

standard error. This error agreed very well with !rstat, which
supports the hypothesis that variations in r within a bin are
purely statistical. Systematic bias was also studied using a cut
for Q2 > 2 GeV2, which in the region of comparison showed
no significant deviation from the data that include lower Q2

values.
Overall systematic uncertainties were estimated by varying

the models for F
p
2 /F d

2 and the kinematic cuts. The model
dependence was explored using the published CB fits and
two later improvements applied to kinematic case 1 using the
5-GeV data. The kinematic dependence was explored using
kinematic cases 1–4 for the 5-GeV data and case 1 for the
4-GeV data. In order to separate the overall normalization
uncertainty from other systematic uncertainties, we fit the
EMC slope in the range 0.35 < x < 0.7 and rescaled the
data such that the linear fit intersected unity at x = 0.31. This
value was obtained from a global analysis of the EMC effect
in all nuclei [13]. The scaling factors ranged from 0.99 to
1.01 for the different cases. The average variation in Rd

EMC(x)
at fixed x for the different cases, the 1% scale uncertainty,
and the BONuS systematic uncertainty !R

sys
EMC were added

in quadrature to yield !R
sys
tot , which is listed in Table I and

shown as the blue band in Fig. 2. The systematic uncertainties
of the BONuS data themselves dominate at large x, whereas
the model uncertainties of the global fits dominate at low x
(high W ). The mid-x region is dominated by the normalization
uncertainty. For case 2 with x > 0.4, Rd

EMC tends to be higher
than for case 1. This arises in a region of significantly lower
statistics on account of the higher-W cut and fewer kinematic
points available for resonance averaging. Although the slope
dRd

EMC/dx in this case is consistent with zero, we find this
result unstable to small changes in kinematics. Case 2 at high
x figures into the systematic errors on our quoted Rd

EMC values,
however.

Since the data span a large and relatively low Q2 range
starting at 1 GeV2, one needs to worry about whether Rd

EMC is

TABLE I. EMC results for the deuteron. The columns correspond
to the number of kinematic points, average x and Q2, the EMC ratio,
the statistical and systematic errors from the BONuS data, and the
total systematic error including modeling of F

p
2 /F d

2 .

⟨Q2⟩
N ⟨x⟩ (GeV2) Rd

EMC !Rstat
EMC !R

sys
EMC !R

sys
tot

28 0.177 1.09 0.995 0.003 0.002 0.015
55 0.224 1.24 0.991 0.003 0.003 0.010
65 0.273 1.39 0.997 0.003 0.003 0.007
71 0.323 1.50 0.994 0.003 0.004 0.007
70 0.373 1.63 1.000 0.003 0.005 0.007
70 0.422 1.71 0.992 0.003 0.007 0.009
71 0.472 1.85 0.983 0.004 0.009 0.009
56 0.523 2.01 0.967 0.004 0.011 0.012
47 0.572 2.30 0.994 0.006 0.013 0.014
41 0.619 2.54 0.974 0.007 0.017 0.017
26 0.670 2.97 0.984 0.011 0.020 0.021
21 0.719 3.39 1.019 0.019 0.023 0.025
11 0.767 4.03 1.075 0.041 0.024 0.029
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FIG. 2. (Color online) The deuteron EMC ratio Rd
EMC = F d

2 /

(F n
2 + F

p
2 ) as extracted from the BONuS data. Total systematic

uncertainties are shown as a band arbitrarily positioned at 0.91 (blue).
The yellow band shows the CJ12 [49] limits expected from their
nuclear models. The black points are the combined 4- and 5-GeV
data, whereas the red points are the 4-GeV data alone. The dashed
blue line shows the calculations of Ref. [36]. The solid line (black) is
the fit to the black points for 0.35 < x < 0.7.

simply an artifact of structure function evolution. To study this
we looked at the contents of each x bin separately. Figure 1
shows that each x bin covers a wide enough Q2 range to study
Q2 variations within that bin. For this study each data point
was converted into Rd

EMC as described above, and instead of
averaging, all values were fit to a straight line versus Q2.
Fitting to a constant slope yields dRd

EMC/dQ2 = 0.0037(45),
which is consistent with no observable Q2 variation.

Although the BONuS F2 data were extracted assuming that
the longitudinal-to-transverse cross section ratio R cancels in
the neutron-to-deuteron ratios, the associated uncertainty is
included in the published results. Some nuclear dependence to
R could, however, slightly modify our EMC results [48].

IV. RESULTS

Our final result uses the new self-consistent convolution
model [44] for F

p
2 /F d

2 , which was used to determine the
absolute normalization of the final published BONuS Fn

2 /F d
2

data [42]. It provides an excellent representation of F2 for our
kinematics. Our result uses the combined 5.26- and 4.22-GeV
data with cuts Q2 > 1 GeV2 and W > 1.4 GeV. A linear fit for
0.35 < x < 0.7 yields dRd

EMC/dx = −0.10 ± 0.05 where the
uncertainty comes from the χ2 fit. Figure 2 shows these results
together with comparisons to various models. For x < 0.5
the EMC ratios Rd

EMC agree within uncertainties with those
obtained using more stringent cuts in W . The ratio for x > 0.5
continues the trend of the lower-x data, with a hint of the
expected rise above x = 0.7 as seen in RA

EMC for heavier nuclei,
but these high-x values are more uncertain because there are
fewer data points for resonance averaging. The black circles
are the combined results for 4 and 5 GeV, which are clearly
dominated by the 5-GeV data. The 4-GeV data by themselves
(red triangles) are consistent with the combined data set. The
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•  Data taking of 35 days on D2 
and 5 days on H2               
with L = 2 · 10 

34 cm-2 sec-1 
•  Planned BoNuS detector 

DAQ and trigger upgrade  
•  DIS region with  

–   Q 2 > 1 GeV 2/c 2 
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segmentationandthedriftvelocityofelectronsinourdriftgas,eachsuchsamplecorrespondstoa
three-dimensionalbin(“voxel”)ofbetween1and2mminradius,4mminbeamdirection,and2
degreesinazimuthalangle.

No Step-Limit: P=100 MeV/c

FIG.4.Left:Simulationof7(e0ps)eventsintheRTPC,usingtheCLAS12GEANT4-basedMonteCarlo
code“GEMC”.EacheventoriginatesatthecenterofthegaseousD2target(darkbrown)andcontainsan
electron(bluelines)andaproton(orangelineswithredionizationclusters,curvedintheCLAS12solenoid
field).Thewhitevolumeisfilledwithbu↵ergasandissurroundedbyagroundfoil;thenextcylindrical
layer(blue)isthecathode.ThedriftregionisbetweenthatcathodeandthethreenestledcylindricalGEMS
foils(brown),andtheoutermostcylinderrepresentsthereadoutpads.Right:Resolutioninreconstructed
momentumfor100MeV/cspectatorprotonsat90�tothebeamline.Evenforatimesliceof200ns(red
curve)theresolution(4MeV/c)willbesignificantlybetterthantherequired10%.

Wehavebegunextensivesimulationsofthissetup,bothwithaGEANT4modeloftheRTPC
andwithanimplementationoftheRTPCwithintheoverallgeometryofCLAS12inthededicated
CLAS12simulationpackage“GEMC”.Figure4showsarenderingfromasimulationof7sample
events,withtheionizationclustersalongthecurvedprotonpathsindicatedbyreddots.This
simulationisthencoupledwithaparametrizationofthedriftpathsoftheionizationelectronsto
getthereadoutsignalsoneachpadasafunctionoftimeslice.Finally,weusedtheoriginalBONuS
helixfittertoreconstructthemomentumandstartingpositionoftheprotons.(ForBONuS12,our
collaborationisdevelopingaKalmanfilterwhichwillfurtherimprovetheresolutionandaccuracy
ofthereconstruction).Wefindthatwecanachieveasignificantlybetterresolutioninmomentum
thanrequired(4%at100MeV/c),andavertexpositionresolutionofbetterthan1mm.Thelatter
isimportant,aswewillimposeacutonthedi↵erencebetweenthemeasuredelectronandproton
vertex(5mm)toeliminateaccidentalbackgroundevents.Byalsousingthetiminginformation
(werequirethatboththebeginningandtheendofthetrackarereconstructedwithin200nsofthe
electronstarttime),wecansuppressaccidentalstolessthan25%.Thisremainingcontamination
canbesubtractedbyusingout-of-timeorvertex-displacedtracks(foreachCLAStrigger,wewill
readoutallpadsover50timebins,or10µs,tocapturethoseout-of-timebackgroundtracks).
Backgroundfromparticlesotherthanprotonscanbeeasilydiscriminatedagainstbycomparing
thesignal(amountofionization)foreachtimeslicewiththatexpectedforaprotonofthemeasured
momentum.

BoththeoverallconceptandmanyofthedesigndetailsoftheRTPCproposedherearebased
ontheoriginalBONuSRTPC[9],whileincorporatingimprovementsmadeforasecond,similar
detectorbuiltfortheEG6experimentwithCLAS[17,18].Analysisofthedatafromtheseexperi-

•  Replaces SiVtx and micro-megas barrel trackers 
•  Trigger rate about 2 KHz 
•  18,000 “pads” read out at 5MHz over 10 µs  

1-2 mm radial spacing, 4 cm in z, 2 degrees in phi 
=> Fully reconstructed track in 3D, suppression of 
< 5 MHz background through timing and vertex 
cuts 

•  Readout electronics: “DREAM” chip (Saclay) 

•  Full simulation with 
GEANT-4 based CLAS12 
GEMC 

•  < 4% momentum 
resolution 

•  < 2mm vertex resolution 
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segmentation and the drift velocity of electrons in our drift gas, each such sample corresponds to a
three-dimensional bin (“voxel”) of between 1 and 2 mm in radius, 4 mm in beam direction, and 2
degrees in azimuthal angle.

No Step-Limit: P=100 MeV/c

FIG. 4. Left: Simulation of 7 (e0ps) events in the RTPC, using the CLAS12 GEANT4-based Monte Carlo
code “GEMC”. Each event originates at the center of the gaseous D2 target (dark brown) and contains an
electron (blue lines) and a proton (orange lines with red ionization clusters, curved in the CLAS12 solenoid
field). The white volume is filled with bu↵er gas and is surrounded by a ground foil; the next cylindrical
layer (blue) is the cathode. The drift region is between that cathode and the three nestled cylindrical GEMS
foils (brown), and the outermost cylinder represents the readout pads. Right: Resolution in reconstructed
momentum for 100 MeV/c spectator protons at 90� to the beam line. Even for a time slice of 200 ns (red
curve) the resolution (4 MeV/c) will be significantly better than the required 10%.

We have begun extensive simulations of this setup, both with a GEANT4 model of the RTPC
and with an implementation of the RTPC within the overall geometry of CLAS12 in the dedicated
CLAS12 simulation package “GEMC”. Figure 4 shows a rendering from a simulation of 7 sample
events, with the ionization clusters along the curved proton paths indicated by red dots. This
simulation is then coupled with a parametrization of the drift paths of the ionization electrons to
get the read out signals on each pad as a function of time slice. Finally, we used the original BONuS
helix fitter to reconstruct the momentum and starting position of the protons. (For BONuS12, our
collaboration is developing a Kalman filter which will further improve the resolution and accuracy
of the reconstruction). We find that we can achieve a significantly better resolution in momentum
than required (4% at 100 MeV/c), and a vertex position resolution of better than 1 mm. The latter
is important, as we will impose a cut on the di↵erence between the measured electron and proton
vertex ( 5 mm) to eliminate accidental background events. By also using the timing information
(we require that both the beginning and the end of the track are reconstructed within 200 ns of the
electron start time), we can suppress accidentals to less than 25%. This remaining contamination
can be subtracted by using out-of-time or vertex-displaced tracks (for each CLAS trigger, we will
read out all pads over 50 time bins, or 10 µs, to capture those out-of-time background tracks).
Background from particles other than protons can be easily discriminated against by comparing
the signal (amount of ionization) for each time slice with that expected for a proton of the measured
momentum.

Both the overall concept and many of the design details of the RTPC proposed here are based
on the original BONuS RTPC [9], while incorporating improvements made for a second, similar
detector built for the EG6 experiment with CLAS [17, 18]. Analysis of the data from these experi-
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The future: JLab at 11 GeV  
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The expected uncertainties for the ratio of the in-medium to free proton response function as 
calculated from the simulated data according to Eq. 1 are shown in Fig. 23 for 40 PAC days with 
Run Group B.  The expected uncertainties for the full data taking period of 75 days are shown in 
Fig. 24.  These uncertainties are much smaller than those of E12-11-107 (see Fig 12 right) for the 
proton. 
 

 

 

Figure 23:  The α s  dependence of the modified proton response function ratio F2 p
eff / F2 p  as in Fig. 8 

with model predictions and simulated data including statistical (inner error bars) and systematical (outer 
error bars) uncertainties for 40 days of data.  We expect an additional 4% interpretation uncertainty (see 
text for details).  The label “Q2 = 5 GeV2” refers to the models, not the data. 
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The more distant future: EIC 
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Figure 1: (a) Conditional DIS on the deuteron, e + D → e′ + p + X. (b) Neutron pole at t = M2
N

arising from the impulse approximation diagram. (c) Simulated measurement of the recoil momentum
dependence with MEIC and on-shell extrapolation t → M2

N [14]. The plot shows the conditional structure
function, with the pole factor 1/(M2

N − t)2 and the residue removed, as a function of the off-shellness
M2

N − t calculated from the measured proton recoil momentum. The error bars indicate the expected
statistical errors. The three sets correspond to measurements in different intervals of the recoil light–cone
momentum fraction αR.

2 Neutron structure with spectator tagging

The basic method for extracting the free neutron structure function with spectator tagging is
described in Ref. [16] (see Fig. 1). One measures the cross section of conditional DIS e + D →
e′ + p+X as a function of the recoil proton momentum, parametrized by the light–cone fraction
αR ≡ 2(ER + pzR)/(ED + pzD) and the transverse momentum pRT , defined in a frame where the
deuteron momentum pD and the q vector are collinear and along the z–direction (see Fig. 1a). A
key variable is the invariant 4–momentum transfer between the deuteron and the recoil proton,
t ≡ (pR − pD)2, calculated from αR and pRT . As a function of t the scattering amplitude has a
pole at t = M2

N , which arises from the impulse approximation diagram of Fig. 1b and corresponds
to “neutron exchange” in the t–channel. The residue at the pole is, up to a constant factor
representing deuteron structure, given by the structure function of the free neutron, evaluated
at the argument x̃ = x/(2 − αR), where x = Q2/(pDq) is the scaling variable with 0 < x < 2.
2 It can be shown that nuclear binding and final–state interactions only affect the amplitude at
M2

N − t > 0, but not the residue at the pole [16].

2The variables are defined such that in the absence of nuclear binding αR = 1, and x = x̃ coincides with the
usual scaling variable for scattering from a free nucleon.
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Conclusion - 
Status of Spectator Experiments 

•  Growing body of data with coincident spectator detection already exist 
–  FSI seems important in perpendicular and forward kinematics 
–  simple spectator picture with LC wave functions seems to work at low 

spectator momenta, backward angles 
–  Possible modifications of internal nucleon structure (dependent on spectator 

momentum) still an open question 
–  First results on “free” neutron SF; moments, duality, binding effects in D 

•  Data mining on existing 6 GeV data sets still underway 
•  Lots more exciting experiments beginning with energy upgraded JLab! 

•  F2n out to x = 0.8 
•  Detailed test of momentum-dependence of EMC effect 

•  We will need to develop sophisticated theoretical models to minimize and 
correct for in-medium effects and FSI 

•  ULTIMATE GOAL: EIC - smoothly map out pspect. from 0 to 1 GeV/c  


