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INERTIAL MANIFOLDS FOR THE TWO-DIMENSIONAL

HYPERVISCOUS NAVIER-STOKES EQUATIONS

YANQIU GUO

Abstract. This study establishes the existence of inertial manifolds for the hyperviscous
Navier-Stokes equations (HNSE) on a 2D periodic domain:

∂tu+ ν(−∆)βu+ (u · ∇)u+∇p = f, on T
2
,

with ∇ · u = 0, for any β > 17

12
. The exponent β = 3

2
is identified as the “critical” value

for the inertial manifold problem in 2D HNSE, below which the spectral gap condition is
not satisfied. A breakthrough in this work is that it extends the theory to “supercritical”
regimes where β < 3

2
. An important aspect of our argument involves a refined analysis on

the sparse distribution of lattice points in annular regions.

1. Introduction

1.1. The problem. The existence of an inertial manifold (IM) for the Navier-Stokes equa-
tions (NSE) is a long-standing open problem. It asks whether the solutions of the NSE
approach a finite-dimensional, invariant, and Lipschitz-continuous manifold in the phase
space at an exponential rate as t → ∞. This question is significant in both theory and
practice because if the NSE has an IM, then, at large time, solving the NSE can be reduced
to solving a system of a finite number of ODEs. However, the existence of IMs is still
unknown for NSE in either two or three dimensions. Global well-posedness of solutions and
the existence of global attractors are available for 2D NSE. Although the 2D theory for
NSE is complete in many aspects, the current tools to establish IM are not applicable to
2D NSE. In 3D, even the global well-posedness is not known for NSE.

In this paper, we consider the IM problem for a regularized NSE on a 2D periodic domain:

∂tu+ ν(−∆)βu+ (u · ∇)u+∇p = f, on T
2 = [0, 2π]2, (1.1)

with the divergence-free condition ∇ · u = 0, where β ≥ 1. If β = 1, it is the original
NSE. If β > 1, ν(−∆)βu is a strengthened viscous term, and the system (1.1) can be
called the hyperviscous Navier-Stokes equations (HNSE). The hyperviscous term ν(−∆)βu
provides stronger regularization than the original viscous term. If u =

∑

j∈Z2 ûje
ij·x, then

(−∆)βu =
∑

j∈Z2 |j|2β ûjeij·x. The global well-posedness of the 2D HNSE (1.1) is valid
when β ≥ 1.

The existence of IMs for the 2D HNSE (1.1) was shown in [23, 11] if β > 2, and in [12]
if β ≥ 3

2 . We refer to β = 3
2 as the “critical” exponent for the IM problem of the 2D

HNSE because the spectral gap condition is satisfied when β ≥ 3
2 . Indeed, in the Hilbert
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2 Y. GUO

space L2(T2), the Laplacian −∆ has eigenfunctions e(j1x1+j2x2)i, j1, j2 ∈ Z, with eigenvalues
j21 + j

2
2 . That is, the set of eigenvalues is the set of sums of two squares {j21 + j22}. If we sort

the eigenvalues of −∆ as 0 ≤ λ1 ≤ λ2 ≤ · · · , repeated according to their multiplicities, then
the spectral gap condition for the 2D HNSE (1.1) demands that there exists N ∈ N such

that the quantity
λβ
N+1

−λβ
N

λ
1/2
N+1

+λ
1/2
N

is sufficiently large. This is obvious true if β > 3
2 . If β = 3

2 ,

the spectral gap condition is still available thanks to the fact that there are arbitrarily large
gaps between sums of two squares (see Erdös [8], and Richards [21]). The main contribution
of this paper is to show the existence of IMs for the 2D HNSE (1.1) in the “supercritical”
regime where β < 3

2 . Under such a scenario, the spectral gap condition is not available.
Instead, we explore a certain type of sparse distribution of lattice points in annular regions.
Also, the spatial averaging principle plays a crucial role in the proof. It was employed
by Mallet-Paret and Sell [20] to show the existence of IMs for the 3D reaction-diffusion
equation. While our focus is on the 2D HNSE, it is worth mentioning that the IM for the
3D HNSE has been obtained in [12] for β ≥ 3

2 by the spatial averaging principle.

1.2. The literature. The existence of IMs typically depends on the fulfillment of a spec-
tral gap condition within dissipative PDEs. This condition is satisfied in several notable
instances, such as the 2D reaction-diffusion equation, the 2D Cahn–Hilliard equation, and
the 1D Kuramoto–Sivashinsky equation. Thus, these equations are known to possess IMs
[11, 10]. In some cases, the spectral gap condition holds when the nonlinearity in the equa-
tion does not involve derivatives, as seen in the reaction-diffusion equation. Alternatively,
it can be fulfilled when there is substantial dissipation present in the PDEs, such as in
the Cahn–Hilliard equation and the Kuramoto–Sivashinsky equation. Also, it is commonly
needed that the physical dimension of the domain for these equations does not exceed two.

When the spectral gap condition is not met, it is sometimes possible to apply a spe-
cific transformation to eliminate derivatives in the nonlinearity, thereby reformulating the
equation to satisfy the spectral gap condition. This approach is exemplified in the case
of diffusive Burgers equations in one or two dimensions, where the Cole-Hopf transform
is employed to derive the IMs [25]. Also, a nonlinear and nonlocal transformation can be
effectively employed on the Smoluchowski Equation on a sphere [24]. This transformation
removes the gradient from the nonlinear term, leading to the existence of IMs. However, it
is worth mentioning that the Kwak transformation applied to the NSE does not confirm the
existence of an IM for the NSE. This is primarily due to the transformed linear operator
lacking the self-adjoint property [17].

A different approach to obtaining IMs in the absence of the spectral gap condition is the
spatial averaging method. This technique leverages a number-theoretical result concerning
the sparse distribution of lattice points within spherical shells in R

3. Mallet-Paret and Sell
pioneered the application of this method to show the existence of IMs for 3D reaction-
diffusion equations [20]. Subsequently, it has been adapted to acquire IMs for other models,
including the 3D Cahn-Hilliard equation [16] and 3D regularized NSEs [15, 12, 19]. Using
a combination of spatial and time averaging mechanisms, an IM has been obtained for
the 3D complex Ginzburg-Landau equations [18]. Furthermore, the study in [26] focused
on the HNSE with time-varying forcing, obtaining a locally forward invariant, pullback
exponentially attracting, and finite-dimensional Lipschitz manifold.
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In this paper, we employ and further advance the spatial averaging method to investigate
the two-dimensional HNSE (1.1) with a “supercritical” exponent on the Laplacian.

2. The main result

Before presenting our results, it is essential to introduce the concept of inertial manifolds.
This notion was initially proposed by Foias, Sell, and Temam in [11]. Below we state a
definition of IM that is stronger than the original version in [11].

Consider H as a Hilbert space endowed with an orthonormal basis {ej}∞j=1. Let PNH

denote the subspace of H spanned by {ej}Nj=1, and QNH denote the subspace spanned by

{ej}∞j=N+1.

Definition 2.1. Let H be a Hilbert space with the norm ‖·‖. A subset M ⊂ H is called an
inertial manifold for a dynamical system in H associated with the semigroup S(t), provided
the following conditions are satisfied:

(1) M is invariant, i.e., S(t)M = M, for all t ≥ 0.
(2) M is a finite-dimensional Lipschitz manifold, i.e. there exists a Lipschitz continuous

function Φ : PNH → QNH such that the manifold M is the graph of Φ, that is,

M = {u ∈ H : u = p+Φ(p), p ∈ PNH}.
(3) The exponential tracking property holds, namely, there exist constants C,α > 0

such that for every u0 ∈ H, there is a corresponding v0 ∈ M with

‖S(t)u0 − S(t)v0‖ ≤ Ce−αt‖u0 − v0‖, for all t ≥ 0. (2.1)

For the analysis of the HNSE (1.1), we define the phase space as

H = {u ∈ (L2(T2))2 :

∫

T2

u dx = 0, ∇ · u = 0}. (2.2)

The Sobolev space Hs(T2) =
{

u ∈ H : ‖u‖2Hs =
∑

j∈Z2\{0} |j|2s|ûj|2 <∞
}

, for any s ∈ R.

We now state the main result of this manuscript.

Theorem 2.2. Consider the Hilbert space H defined in (2.2). Assume β > 17
12 . Let f ∈

H
1

6 (T2). Then the “prepared” equation (3.44) for the hyperviscous Navier-Stokes equations
(1.1) has an inertial manifold in H in the sense of Definition 2.1.

Remark 2.3. In the theory of inertial manifolds, it is customary to modify the original
PDE outside its absorbing ball, focusing instead on the IMs of these adjusted equations.
Such adaptations are called “prepared” equations. Notably, within the absorbing ball, the
solutions of both the original and the “prepared” equation coincide, resulting in identical
long-term behaviors. The construction of the “prepared” equation is detailed in Subsection
3.3. As specified in Theorem 2.2, our focus is on the “prepared” version (3.44) corresponding
to the HNSE (1.1), which possesses an IM.

Remark 2.4. If β is above its critical value, i.e., β ≥ 3
2 , the existence of IMs for the HNSE

(1.1) has been proved in [12] by Gal and Guo. But, the present paper is devoted to handling
the supercritical case 17

12 < β < 3
2 .
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3. The proof of the main result

3.1. An abstract model. We consider the following abstract model in a Hilbert space H:

∂tu+Aβu+A1/2F (u) = f, for
17

12
< β <

3

2
, (3.1)

where f ∈ H. We assume β in a “supercritical” range 17
12 < β < 3

2 for the above abstract
model where the spectral gap condition is not available. Here, the nonlinear function
F : H → H is globally Lipschitz continuous with Lipschitz constant L. The abstract model
(3.1) is motivated by the HNSE (1.1).

Here, A : D(A) → H is a linear, symmetric, and positive operator with a compact
inverse. The operator A possesses a complete orthonormal system of eigenvectors {ej}∞j=1

in H, corresponding to eigenvalues λj, which satisfy λj → ∞ as j → ∞ and Aej = λjej
with 0 < λ1 ≤ λ2 ≤ λ3 ≤ · · · . For a given N ∈ N, we define projection operators PN and
QN on the lower and higher modes, respectively, as

PNu =
N
∑

j=1

ujej , QNu =
∞
∑

j=N+1

ujej , (3.2)

where uj = (u, ej).
In H, the norm is denoted by ‖ · ‖ and the inner product by (·, ·). Additionally, the

projection operators on the low, high, and intermediate Fourier modes are defined as follows:

Pk,Nu =
∑

λj<λN−k

ujej, Qk,Nu =
∑

λj>λN+k

ujej , Ik,Nu =
∑

λN−k≤λj≤λN+k

ujej ,

where uj = (u, ej), for some k < λN .
The following elementary inequality is useful:

aβ − bβ ≥ 1

2
(a− b)(aβ−1 + bβ−1), (3.3)

for all real numbers a ≥ b ≥ 0, and for β ≥ 1.
We consider solutions u of equation (3.1) belonging to the space

u ∈ L2(0, T ;D(Aβ/2)) ∩ C([0, T ];H) with ∂tu ∈ L2(0, T ;D(Aβ/2)′).

Lemma 3.1. Assume 17
12 < β < 3

2 and s ∈ (3−2β, 1
6). Let u1, u2 be two solutions of equation

(3.1) for all t ≥ 0. Define v = u1 − u2 and let V (t) = ‖q‖2 − ‖p‖2, where p = PNv and
q = QNv. Assume F : H → H is Gateaux differentiable and satisfies ‖F ′(u)‖L(H,H) ≤ L
for all u ∈ H. Further, assume the existence of arbitrarily large λN and k ≥ λsN , with

1 ≤ λN+1 − λN ≤ k
2 , such that a spatial averaging condition is fulfilled:

‖Ik,NF ′(u)Ik,N‖L(H,H) ≤
1

16
λ
− 1

2
(3−2β)

N , for all u ∈ H. (3.4)

Under these conditions, the following strong cone property holds:

d

dt
V (t) +

(

λβN+1 + λβN

)

V (t) ≤ −λ
β−1
N

8
‖v(t)‖2, for all t ≥ 0. (3.5)
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Proof. Let us consider u1, u2 as two solutions of (3.1) and define v = u1−u2. Subsequently,
we obtain the following equation:

∂tv +Aβv +A1/2[F (u1)− F (u2)] = 0, (3.6)

with 17
12 < β < 3

2 .
Define p = PNv and q = QNv. Taking the duality pairing of (3.6) with p and q respec-

tively, we derive
{

1
2

d
dt‖p‖2 + ‖Aβ/2p‖2 + (F (u1)− F (u2), A

1/2p) = 0,
1
2

d
dt‖q‖2 + ‖Aβ/2q‖2 + (F (u1)− F (u2), A

1/2q) = 0.
(3.7)

Let us denote V (t) = ‖q‖2 − ‖p‖2. By subtracting the two equations in (3.7), we arrive
at

d

dt
V (t) = −2(‖Aβ/2q‖2 − ‖Aβ/2p‖2) + 2(F (u1)− F (u2), A

1/2p−A1/2q). (3.8)

Thanks to the fundamental theorem of calculus for the Gateaux derivative, it holds that

F (u1) − F (u2) =
∫ 1
0 F

′(su1 + (1 − s)u2)vds where v = u1 − u2. Therefore, by setting

α =
λβ
N+1

+λβ
N

2 , we obtain from (3.8) that

d

dt
V (t) + 2αV (t) =

[

αV (t)− (‖Aβ/2q‖2 − ‖Aβ/2p‖2)
]

− (‖Aβ/2q‖2 − α‖q‖2)

− (α‖p‖2 − ‖Aβ/2p‖2) + 2

∫ 1

0

(

F ′(su1 + (1− s)u2)v,A
1/2p−A1/2q

)

ds. (3.9)

Next, we will estimate each term on the right-hand side of (3.9).

Recognizing that ‖v‖2 = ‖p‖2 + ‖q‖2, along with ‖Aβ/2q‖2 ≥ λβN+1‖q‖2 and ‖Aβ/2p‖2 ≤
λβN‖p‖2, we infer the following:

αV (t)− (‖Aβ/2q‖2 − ‖Aβ/2p‖2) ≤ −
λβN+1 − λβN

2
‖v‖2. (3.10)

By employing inequality (3.3) and the assumption λN+1 − λN ≥ 1, we get

λβN+1 − λβN
2

≥ 1

4
(λN+1 − λN )(λβ−1

N+1 + λβ−1
N ) ≥ 1

2
λβ−1
N . (3.11)

Applying (3.11) to (3.10) leads to

αV (t)− (‖Aβ/2q‖2 − ‖Aβ/2p‖2) ≤ −1

2
λβ−1
N ‖v‖2. (3.12)

By splitting p = Pk,Nv + Ik,Np, and noting that ‖Pk,NA
β/2v‖2 ≤ (λN − k)β ‖Pk,Nv‖2

and ‖Ik,NAβ/2p‖2 ≤ λβN‖Ik,Np‖2, we deduce

α‖p‖2 − ‖Aβ/2p‖2 ≥
λβN+1 + λβN

2

(

‖Pk,Nv‖2 + ‖Ik,Np‖2
)

−
(

‖Pk,NA
β/2v‖2 + ‖Ik,NAβ/2p‖2

)

≥
[

λβN − (λN − k)β
]

‖Pk,Nv‖2 +
λβN+1 − λβN

2
‖Ik,Np‖2

≥ 1

2
kλβ−1

N ‖Pk,Nv‖2 +
1

2
λβ−1
N ‖Ik,Np‖2, (3.13)
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where we have used inequality (3.3).
Given q = Qk,Nv + Ik,Nq, we write

‖Aβ/2q‖2 − α‖q‖2 = (‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2) + (‖Ik,NAβ/2q‖2 − α‖Ik,Nq‖2).

Since ‖Ik,NAβ/2q‖2 ≥ λβN+1‖Ik,Nq‖2, and applying (3.11), we get

‖Ik,NAβ/2q‖2 − α‖Ik,Nq‖2 ≥
λβN+1 − λβN

2
‖Ik,Nq‖2 ≥

1

2
λβ−1
N ‖Ik,Nq‖2.

Combining the above two formulas, we have

‖Aβ/2q‖2 − α‖q‖2 ≥ (‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2) +

1

2
λβ−1
N ‖Ik,Nq‖2. (3.14)

Note that ‖Qk,NA
β/2v‖2 ≥ (λN + k)β‖Qk,Nv‖2 and α ≤ λβN+1. Thus

‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2 ≥

[

(λN + k)β − λβN+1

]

‖Qk,Nv‖2

≥ 1

2
(λN + k − λN+1)

[

(λN + k)β−1 + λβ−1
N+1

]

‖Qk,Nv‖2 ≥ 1

2
kλβ−1

N+1‖Qk,Nv‖2, (3.15)

because of the assumption that λN+1 − λN ≤ k
2 .

In addition to (3.15), it is necessary to establish another lower bound for ‖Qk,NA
β/2v‖2−

α‖Qk,Nv‖2. Given the assumption that s > 3−2β, we can take a number γ ∈ (1−s, 2β−2).
Accordingly, we decompose the expression as follows:

‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2

≥ 2

λγN
‖Qk,NA

β/2v‖2 +
[(

1− 2

λγN

)

‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2

]

. (3.16)

Since α ≤ λβN+1 ≤ (λN + 1
2k)

β , we derive
(

1− 2

λγN

)

‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2

≥
[(

1− 2

λγN

)

(λN + k)β − (λN +
1

2
k)β

]

‖Qk,Nv‖2. (3.17)

Applying the binomial theorem and considering the assumption that k ≥ λsN , we find
(

1− 2

λγN

)

(λN + k)β − (λN +
1

2
k)β ≥ β

2
λβ−1
N k − 2λβ−γ

N +O(λβ−2
N k2)

≥ β

2
λβ−1+s
N − 2λβ−γ

N +O(λβ−2+2s
N ) ≥ 0, (3.18)

for sufficiently large λN . This follows from the condition γ > 1 − s, which ensures that

the leading term β
2λ

β−1+s
N increases at a faster rate than the secondary term 2λβ−γ

N , when

λN → ∞. The term O(λβ−2+2s
N ) represents lower-order contributions.

Combining (3.16), (3.17) and (3.18), we conclude

‖Qk,NA
β/2v‖2 − α‖Qk,Nv‖2 ≥

2

λγN
‖Qk,NA

β/2v‖2 ≥ 2

λγ+1−β
N

‖Qk,NA
1/2v‖2. (3.19)
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Applying the estimates (3.15) and (3.19) to inequality (3.14), we obtain

‖Aβ/2q‖2 − α‖q‖2 ≥ 1

λγ+1−β
N

‖Qk,NA
1/2v‖2 + 1

4
kλβ−1

N+1‖Qk,Nv‖2 +
1

2
λβ−1
N ‖Ik,Nq‖2. (3.20)

Merging (3.12), (3.13) and (3.20) yields
[

αV (t)− (‖Aβ/2q‖2 − ‖Aβ/2p‖2)
]

− (‖Aβ/2q‖2 − α‖q‖2)− (α‖p‖2 − ‖Aβ/2p‖2)

≤ −1

2
λβ−1
N ‖v‖2 − 1

2
kλβ−1

N ‖Pk,Nv‖2 −
1

2
λβ−1
N (‖Ik,Np‖2 + ‖Ik,Nq‖2)

− 1

λγ+1−β
N

‖Qk,NA
1/2v‖2 − 1

4
kλβ−1

N+1‖Qk,Nv‖2. (3.21)

To address the nonlinear term in (3.9), we analyze (F ′(u)v,A1/2p−A1/2q) for any u ∈ H
as follows:

(F ′(u)v,A1/2p−A1/2q)

= (Ik,NF ′(u)Ik,Nv,A1/2p−A1/2q) + (Ik,NF ′(u)Pk,Nv,A
1/2p−A1/2q)

+ (Ik,NF ′(u)Qk,Nv,A
1/2p−A1/2q) + (Pk,NF

′(u)v,A1/2p−A1/2q)

+ (Qk,NF
′(u)v,A1/2p−A1/2q)

= (Ik,NF ′(u)Ik,Nv,A1/2p−A1/2q) + (F ′(u)Pk,Nv,Ik,NA1/2p)

− (F ′(u)Pk,Nv,Ik,NA1/2q) + (F ′(u)Qk,Nv,Ik,NA1/2p)− (F ′(u)Qk,Nv,Ik,NA1/2q)

+ (F ′(u)v,Pk,NA
1/2v)− (F ′(u)v,Qk,NA

1/2v). (3.22)

We will estimate every term on the right-hand side of (3.22).
Given that ‖F ′(u)‖L(H,H) ≤ L, we observe

|(F ′(u)Pk,Nv,Ik,NA1/2p)|+ |(F ′(u)Qk,Nv,Ik,NA1/2p)|
≤ L(‖Pk,Nv‖+ ‖Qk,Nv‖)‖Ik,NA1/2p‖
≤ Lλ

1/2
N (‖Pk,Nv‖+ ‖Qk,Nv‖)‖Ik,Np‖

≤ L2λ2−β
N

(

‖Pk,Nv‖2 + ‖Qk,Nv‖2
)

+
1

4
λβ−1
N ‖Ik,Np‖2. (3.23)

In a similar manner,

|(F ′(u)Pk,Nv,Ik,NA1/2q)|+ |(F ′(u)Qk,Nv,Ik,NA1/2q)|
≤ L(‖Pk,Nv‖+ ‖Qk,Nv‖)‖Ik,NA1/2q‖
≤ L(‖Pk,Nv‖+ ‖Qk,Nv‖)(λN + k)1/2‖Ik,Nq‖
≤ L(‖Pk,Nv‖+ ‖Qk,Nv‖)(2λN )1/2‖Ik,Nq‖

≤ 4L2λ2−β
N

(

‖Pk,Nv‖2 + ‖Qk,Nv‖2
)

+
1

8
λβ−1
N ‖Ik,Nq‖2. (3.24)
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Next,

|(F ′(u)v,Pk,NA
1/2v)| ≤ L‖v‖‖Pk,NA

1/2v‖ ≤ L‖v‖ (λN − k)1/2 ‖Pk,Nv‖

≤ L‖v‖λ1/2N ‖Pk,Nv‖ ≤ 8L2λ2−β
N ‖Pk,Nv‖2 +

1

32
λβ−1
N ‖v‖2. (3.25)

Also,

|(F ′(u)v,Qk,NA
1/2v)| ≤ L‖v‖‖Qk,NA

1/2v‖ ≤ 1

32
λβ−1
N ‖v‖2 + 8L2

λβ−1
N

‖Qk,NA
1/2v‖2. (3.26)

Moreover, applying the spatial averaging condition (3.4), we deduce

|(Ik,NF ′(u)Ik,Nv,A1/2p−A1/2q)| ≤ 1

16
λ
− 1

2
(3−2β)

N ‖v‖‖A1/2p−A1/2q‖

≤ 1

16
λ
− 1

2
(3−2β)

N ‖v‖‖A1/2p‖+ 1

16
λ
− 1

2
(3−2β)

N ‖v‖‖A1/2q‖

≤ 1

16
λ
− 1

2
(3−2β)

N λ
1/2
N ‖v‖‖p‖ + 1

16
λ
− 1

2
(3−2β)

N ‖v‖‖Qk,NA
1/2v‖+ 1

16
λ
− 1

2
(3−2β)

N ‖v‖‖Ik,NA1/2q‖

≤ 1

16
λβ−1
N ‖v‖2 + 1

16
λ
− 1

2
(3−2β)

N ‖v‖‖Qk,NA
1/2v‖+ 1

16
λ
− 1

2
(3−2β)

N (2λN )1/2‖v‖‖Ik,Nq‖

≤ 1

16
λβ−1
N ‖v‖2 + 1

512
λ3β−4
N ‖v‖2 + 2

λβ−1
N

‖Qk,NA
1/2v‖2 + 1

64
λβ−1
N ‖v‖2 + 1

8
λβ−1
N ‖Ik,Nq‖2

≤ 1

8
λβ−1
N ‖v‖2 + 2

λβ−1
N

‖Qk,NA
1/2v‖2 + 1

8
λβ−1
N ‖Ik,Nq‖2, (3.27)

for sufficiently large λN , where we have used the assumption β < 3/2, leading to β − 1 >
3β − 4.

Substituting (3.23)-(3.27) into (3.22) yields

|(F ′(u)v,A1/2p−A1/2q)| ≤ 13L2λ2−β
N ‖Pk,Nv‖2 + 5L2λ2−β

N ‖Qk,Nv‖2

+
1

4
λβ−1
N (‖Ik,Np‖2 + ‖Ik,Nq‖2) +

3

16
λβ−1
N ‖v‖2 + 8L2 + 2

λβ−1
N

‖Qk,NA
1/2v‖2, (3.28)

for any u ∈ H.
Owing to (3.9), (3.21) and (3.28), we derive

d

dt
V (t) + 2αV (t) ≤ −λ

β−1
N

8
‖v‖2 − (

1

2
kλβ−1

N − 26L2λ2−β
N )‖Pk,Nv‖2

− (
1

4
kλβ−1

N+1 − 10L2λ2−β
N )‖Qk,Nv‖2 −

( 1

λγ+1−β
N

− 16L2 + 4

λβ−1
N

)

‖Qk,NA
1/2v‖2. (3.29)

Since k ≥ λsN with s > 3−2β, we have kλβ−1
N ≥ λs+β−1

N where s+β−1 > 2−β. Therefore,
1
2kλ

β−1
N ≥ 1

2λ
s+β−1
N ≥ 26L2λ2−β

N for sufficiently large λN . Additionally, given γ < 2β − 2,

it follows that γ + 1 − β < β − 1, implying that 1

λγ+1−β
N

> 16L2+4

λβ−1

N

for sufficiently large λN .

Consequently, from (3.29), we can conclude that

d

dt
V (t) + 2αV (t) ≤ −λ

β−1
N

8
‖v‖2, for all t ≥ 0, (3.30)
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for sufficiently large λN . �

Remark 3.2. The strong cone property, as expressed in (3.30), has been recognized as a
fundamental condition for the existence of IMs. Generally, the strong cone property is
formulated as follows:

d

dt
V (t) + αV (t) ≤ −µ‖v‖2, for all t ≥ 0, (3.31)

where α and µ are positive constants. This concept was originally introduced in [27]. Recall
that V (t) = ‖q‖2 − ‖p‖2, where p = PNv and q = QNv. The function v = u1 − u2 is the
difference between two solutions u1, u2 of the abstract equation (3.1). For further details
and proofs regarding how the strong cone property, as stated in (3.31), combined with the
boundedness condition ‖F (u)‖ ≤ C for all u ∈ H, imply the existence of IMs, readers are
referred to [12, 16, 27]. Also, the value of α in the strong cone property (3.31) coincides
with the value of α in the exponential tracking property (2.1). Consequently, we have the
following corollary regarding the existence of IMs for the abstract model (3.1).

Corollary 3.3. Consider that the conditions outlined in Lemma 3.1 are fulfilled, and as-
sume ‖F (u)‖ ≤ C for all u ∈ H. Under these premises, it follows that problem (3.1) admits
an N -dimensional inertial manifold M, as defined in Definition 2.1.

3.2. Sparse distribution of lattice points in annuli. To validate the spatial averaging
condition (3.4) for the HNSE, we investigate a particular property concerning the sparse
distribution of lattice points within annular regions in R

2. This exploration is motivated
by and builds upon number-theoretical insights presented in [20].

Lemma 3.4. Assume 0 < s < 1
6 . There exist arbitrarily large λ and k ≥ Cλs for some

constant C independent of λ and k, such that, any two lattice points n, ℓ ∈ Z
2 that belong

to the annulus {x ∈ R
2 : λ− k ≤ |x|2 ≤ λ+ k} must satisfy |n− ℓ| > λs/2.

Remark 3.5. The annuli described in Lemma 3.4 may contain no lattice points, a single
lattice point, or multiple lattice points. In cases where multiple lattice points exist within
such an annulus, each pair of points is separated by a sufficiently large distance.

Proof. We draw ideas from [20, 13] and begin by introducing a notation. For functions f(x)

and g(x), we denote f(x) ∼ g(x) to mean limx→∞
f(x)
g(x) = 1.

Consider a family of disjoint annuli in R
2 defined as:

Nµ
m = {x ∈ R

2 : µ+mκ < |x|2 ≤ µ+ (m+ 1)κ},
where m ∈ Z in the range 0 ≤ m ≤ J = ⌊µ1/2⌋, and we set

κ = µs, where 0 < s <
1

6
.

Our goal is to show that, for sufficiently large µ, there exists m ∈ [0, J ] such that Nµ
m

does not contain any pair of lattice points at a distance less than or equal to µs/2.
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The union of these annuli Nµ
m is denoted as

Nµ =
J
⋃

m=0

Nµ
m = {x ∈ R

2 : µ < |x|2 ≤ µ+ (J + 1)κ}.

Evidently, Nµ forms an annulus in R
2.

The thickness of Nµ is given by
√

µ+ (J + 1)κ −√
µ. With J = ⌊µ1/2⌋ and κ = µs for

0 < s < 1
6 , a straightforward calculation shows that, as µ→ ∞,

the thickness ofNµ ∼ 1

2
µs, namely, lim

µ→∞

thickness ofNµ

1
2µ

s
= 1. (3.32)

Let ℓ, n ∈ Z
2 be two distinct lattice points within the same annulus Nµ

m:

ℓ, n ∈ Nµ
m such that 0 < |ℓ− n| ≤ µs/2,

for somem ∈ [0, J ]. Denoting j = ℓ−n, we have 0 < |j| ≤ µs/2. Since |ℓ|2 = |n|2+2n·j+|j|2,
it follows that

|n · j| ≤ 1

2

∣

∣|n|2 − |ℓ|2
∣

∣+
1

2
|j|2 < 1

2
κ+

1

2
µs = µs,

as ℓ, n ∈ Nµ
m. Since ℓ and n are interchangeable, we have also |ℓ · j| < µs. Therefore, the

lattice points n and ℓ belong to a strip

Sµ
j = {x ∈ R

2 : |x · j| < µs} (3.33)

for some j ∈ Z
2 satisfying 0 < |j| ≤ µs/2. The strip Sj is symmetric about the line x · j = 0

in R
2.

We denote Sµ as the finite union Sµ =
⋃

0<|j|≤µs/2 S
µ
j . Note that the set Sµ contains

all pairs of lattice points ℓ, n ∈ Z
2 at a distance less than or equal to µs/2 belonging to an

annulus Nµ
m for some integer m ∈ [0, J ]. In other words,

Sµ ⊃
{

ℓ, n ∈ Z
2 : 0 < |ℓ− n| ≤ µs/2 with ℓ, n ∈ Nµ

m for some integer m ∈ [0, J ]
}

. (3.34)

From (3.33), we note that

the width of Sµ
j ≤ 2µs. (3.35)

Also, as µ→ ∞, asymptotically,

meas(Sµ
j ∩Nµ) ∼ 2(width of Sµ

j )(thickness of N
µ). (3.36)

Here, “meas” stands for the Lebesgue measure of a set in R
2.

Combining (3.32), (3.35) and (3.36), it follows that, for sufficiently large µ,

meas(Sµ
j ∩Nµ) ≤ cµ2s, (3.37)

for some constant c.
Given that Sµ = ∪0<|j|≤µs/2S

µ
j is a finite union, and the count of j ∈ Z

2 satisfying

|j| ≤ µs/2 is asymptotically of the order µs, it follows that, for sufficiently large µ, according
to inequality (3.37), we have

meas(Sµ ∩Nµ) ≤ Cµ3s. (3.38)
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Note, as µ→ ∞, we have

card(Sµ ∩Nµ ∩ Z
2) ∼ meas(Sµ ∩Nµ). (3.39)

Here, “card” represents the cardinality of lattice points.
By (3.38) and (3.39), for sufficiently large µ,

card(Sµ ∩Nµ ∩ Z
2) ≤ Cµ3s. (3.40)

If every disjoint sets Sµ ∩ Nµ
m ∩ Z

2 were non-empty for all m ∈ [0, J ], with J = ⌊µ1/2⌋,
then card(Sµ ∩Nµ ∩Z

2) would grow at least as fast as µ1/2 as µ→ ∞, contradicting (3.40)
since 0 < s < 1/6. Consequently, for sufficiently large µ, there exists m0 ∈ [0, J ] such that
the set Sµ ∩ Nµ

m0
∩ Z

2 is empty. Therefore, by (3.34), the annulus Nµ
m0

does not contain

two lattice points at a distance less than or equal to µs/2. Setting λ = µ + (m0 +
1
2 )κ, we

have

Nµ
m0

= {x ∈ R
2 : µ+m0κ < |x|2 ≤ µ+ (m0 + 1)κ}

= {x ∈ R
2 : λ− κ

2
< |x|2 ≤ λ+

κ

2
}. (3.41)

Observe that as µ → ∞, the ratio λ
µ approaches 1, and since κ = µs, it follows that

limλ→∞
λs

κ = 1, where 0 < s < 1
6 . Hence, for sufficiently large values of λ, it holds that

κ ≥ 1
2λ

s. Also, the half-open annulus defined in (3.41) can be easily adjusted to a closed
annulus.

�

3.3. Modification of the HNSE outside the absorbing ball. To study the HNSE
(1.1), we define the phase space

H = {u ∈ (L2(T2))2 :

∫

T2

u dx = 0, ∇ · u = 0}.

In this subsection, the norm ‖ · ‖H is denoted simply as ‖ · ‖.
Note that for u ∈ (L2(T2))2, it can be expressed as u =

∑

j∈Z2 ûje
ij·x with ûj being the

Fourier coefficients. Thus,
∫

T2 udx = 0 is equivalent to û0 = 0. Therefore, if u ∈ H, then

u =
∑

j∈Z2\{0} ûje
ij·x. The Helmholtz-Leray orthogonal projection operator is denoted as

Pσ : (L2(T2))2 → H and the Stokes operator as A = −Pσ∆. In the periodic space, it is
known that Au = −Pσ∆u = −∆u for all u ∈ D(A). The operator A−1 is a self-adjoint,
positive-definite, compact operator mapping from H to H. The Sobolev space is defined as

Hs(T2) =
{

u ∈ H : ‖u‖2Hs =
∑

j∈Z2\{0} |j|2s|ûj |2 <∞
}

, for any s ∈ R.

For u, v ∈ H1(T2), the bilinear form B(u, v) = Pσ((u · ∇)v) is defined. Thus, the HNSE
(1.1) can be equivalently written in H as

∂tu+ νAβu+B(u, u) = f, for β >
17

12
. (3.42)
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Proposition 3.6. Assume f ∈ H
1

6 (T2). Let S (t) : H → H be the solution semigroup
generated by the HNSE (3.42) with β > 17

12 . Then, S(t) possesses an absorbing ball in

H3+ǫ(T2) of radius ρ, such that ‖S(t)u0‖H3+ǫ ≤ ρ for t ≥ t1(‖u0‖), where ǫ = 2β − 17
6 > 0.

Remark 3.7. The existence of an absorbing ball for the 2D NSE is well-established in the
literature, with detailed proofs available in texts like [22, 23]. For equation (3.42), which
includes hyper-viscosity, the proof adheres to the classical approach and is omitted here for

brevity. Please note the relationship between the regularity of the forcing term f ∈ H
1

6 (T2)
and the viscous term νAβu, illustrated by the condition 1

6 + 2β > 3. This ensures that all

trajectories of the dynamics enter an absorbing ball in H3+ǫ at large time.

Inertial manifolds are fundamentally concerned with the dissipative dynamics as t →
∞. Consequently, we can adapt the PDE outside the absorbing ball by truncating the
nonlinearity, as explained in Remark 2.3.

To truncate the nonlinearity, we introduce a smooth cut-off function, denoted θ, belonging
to C∞

0 (C). This function satisfies θ(ξ) = ξ when |ξ| ≤ 1, and maintains |θ(ξ)| ≤ 2 for all

ξ ∈ C. Further, we define a vector-valued cut-off function ~θ(ξ) = (θ(ξ1), θ(ξ2)) for any
ξ = (ξ1, ξ2) in C

2.
Recall that the Helmholtz-Leray orthogonal projector, denoted Pσ, from (L2(T2))2 to

H is defined as Pσu =
∑

j∈Z2\{0} Pj ûje
ij·x, where Pj are 2 × 2 matrices given by Pj =

1
|j|2

(

j22 −j1j2
−j1j2 j21

)

.

Let ρ represent the radius of the absorbing ball in H3+ǫ for the HNSE (3.42), as indicated
in Proposition 3.6. In line with Kostianko’s approach [15], we define the operator W : H →
H as

W (u) =
∑

j∈Z2\{0}

ρ

|j|3+ǫ
Pj
~θ

( |j|3+ǫûj
ρ

)

eij·x. (3.43)

This operator is crucial for modifying the nonlinearity B(u, u) in (3.42) outside the absorbing
ball in H3+ǫ. Specifically, we replace B(u, u) with B(W (u),W (u)), aiming to establish the
existence of IMs in H for the “prepared” equation of (3.42), which is

∂tu+ νAβu+B(W (u),W (u)) = f, for β >
17

12
. (3.44)

It is important to note that the following lemma ensures that both the original (3.42) and
the “prepared” (3.44) equations exhibit identical large-time behaviors within the absorbing
ball in H3+ǫ(T2).

Lemma 3.8. With ǫ = 2β − 17
6 > 0, the function W : H → H possesses these properties:

(1) W (u) = u provided ‖u‖H3+ǫ ≤ ρ.
(2) W acts as a regularization operator, mapping H to H2, and there exists a constant

C such that

‖W (u)‖H2 ≤ C, for all u ∈ H. (3.45)

Moreover, the map W : H → H2 is continuous.
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(3) W is Gateaux differentiable from H to H. Its derivative W ′ is expressed as

W ′(u)v =
∑

j∈Z2\{0}

Pj
~θ′
( |j|3+ǫûj

ρ

)

v̂je
ij·x, for u, v ∈ H. (3.46)

Furthermore, there exists a constant L1 > 0 such that ‖W ′(u)‖L(H,H) ≤ L1 for all

u ∈ H. The map u 7→W ′(u)v is continuous from H to H for each v ∈ H.

Proof. This proof closely mirrors that of Lemma 3.4 in [12]. Also see [15]. To show that
W (u) = u when ‖u‖H3+ǫ ≤ ρ, we consider ‖u‖2H3+ǫ =

∑

j∈Z2\{0} |j|6+2ǫ|ûj|2 ≤ ρ2. This

implies
|j|3+ǫ|ûj |

ρ ≤ 1 for all j ∈ Z
2\{0}. Since θ(ξ) = ξ for |ξ| ≤ 1, it follows that

~θ
(

|j|3+ǫûj

ρ

)

=
|j|3+ǫûj

ρ for all j ∈ Z
2\{0}. Therefore, from (3.43), we conclude thatW (u) = u

if ‖u‖H3+ǫ ≤ ρ.
To establish that ‖W (u)‖H2 ≤ C for any u ∈ H, we use the property |θ(ξ)| ≤ 2 for all

ξ ∈ C along with (3.43). This yields the inequality

‖W (u)‖2H2 ≤ C
∑

j∈Z2\{0}

|j|4 ρ2

|j|6+2ǫ
≤ Cρ2

∑

j∈Z2\{0}

1

|j|2+2ǫ
≤ C(ǫ, ρ).

For the proofs of the remaining parts, please refer to Lemma 3.4 in [12]. �

Without loss of generality, let us assume the viscosity ν = 1. The “prepared” HNSE
(3.44) can be expressed in the form of the abstract equation (3.1) as:

∂tu+Aβu+A1/2
F (u) = f, where F (u) = A−1/2B(W (u),W (u)). (3.47)

Consider vectors u = (u1, u2), v = (v1, v2), and w = (w1, w2) in H. We define the trilinear
form as follows:

b(u, v, w) = (B(u, v), w) =
2

∑

m,n=1

∫

T2

(

um
∂vn
∂xm

)

wndx, (3.48)

applicable whenever the integrals in (3.48) are well-defined.
The following proposition has been proved in [12]. Please see Proposition 3.5 in [12].

Proposition 3.9. Let F be the operator as defined in (3.47). Then F is uniformly bounded
from H to H2, i.e, there exists a constant C > 0 such that ‖F (u)‖H2 ≤ C for all u ∈ H.
Moreover, F is Gateaux differentiable from H to H, with its derivative F ′ expressed as

(F ′(u)v,w) = −b(W (u), A−1/2w,W ′(u)v) − b(W ′(u)v,A−1/2w,W (u)), (3.49)

for u, v, w ∈ H. In addition, there exists a constant L > 0 such that ‖F ′(u)‖L(H,H) ≤ L
for all u ∈ H.
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3.4. Verification of the spatial averaging condition. We now turn our attention to
verifying the spatial averaging condition (3.4) from Lemma 3.1, for the “prepared” HNSE
(3.44). This verification will enable us to apply Corollary 3.3 and consequently assert the
existence of an IM for the “prepared” HNSE. We consider the supercritical case 17

12 < β < 3
2 .

In H, the operator A = −∆ has eigenfunctions {eij·x} for all j = (j1, j2) ∈ Z
2\{0}, with

eigenvalues {λn} = {j21 + j22}. The eigenvalues {λn} are sums of two squares, and we sort
them as 0 ≤ λ1 ≤ λ2 ≤ · · · , repeated according to their multiplicities.

Proposition 3.10. For any s ∈ (3− 2β, 16) with
17
12 < β < 3

2 , and given the operator F as
defined in (3.47), there exist arbitrarily large λN and k ≥ cλsN such that

‖Ik,NF
′(u)Ik,N‖L(H,H) ≤

1

16
λ
− 1

2
(3−2β)

N ,

for any u ∈ H.

Proof. We denote the Lp(T2)-norm as ‖·‖p, where 2 ≤ p ≤ ∞. Consider vectors u = (u1, u2),
v = (v1, v2), and w = (w1, w2) in H. Using Proposition 3.9, we express:

(Ik,NF
′(u)Ik,Nv, w) = (F ′(u)Ik,Nv, Ik,Nw)

= −b(W (u), A−1/2Ik,Nw, W ′(u)Ik,Nv)− b(W ′(u)Ik,Nv, A−1/2Ik,Nw, W (u)). (3.50)

We denote the n-th component of the vector W (u) as W (u)n and the n-th component of
the vector W ′(u)v as [W ′(u)v]n, where n = 1, 2. By (3.48), we obtain

b(W (u), A−1/2Ik,Nw, W ′(u)Ik,Nv) =
2

∑

m,n=1

∫

T2

W (u)m
∂(A− 1

2Ik,Nwn)

∂xm
[W ′(u)Ik,Nv]ndx

=

2
∑

m,n=1

∫

T2

[

Ik,N
(

W (u)mIk,N [W ′(u)v]n
)] ∂(A− 1

2wn)

∂xm
dx.

Applying the Cauchy-Schwarz inequality, we deduce that

∣

∣

∣
b(W (u), A−1/2Ik,Nw, W ′(u)Ik,Nv)

∣

∣

∣
≤ ‖w‖2

2
∑

m,n=1

‖Ik,N
(

W (u)mIk,N [U ′(u)v]n
)

‖2.

The same estimate holds for the second term on the right-hand side of (3.50). Therefore,

(Ik,NF
′(u)Ik,Nv, w) ≤ 2‖w‖2

2
∑

m,n=1

‖Ik,N
(

W (u)mIk,N [W ′(u)v]n
)

‖2, (3.51)

for any u, v, w ∈ H.
We aim to estimate the right-hand side of inequality (3.51). Consider ϕ, ψ ∈ L2(T2),

both having a zero mean value. For r > 0, we decompose ϕ into high and low modes:
ϕ = ϕ>r + ϕ<r where ϕ>r =

∑

|j|>r ϕ̂je
ij·x and ϕ<r =

∑

1≤|j|≤r ϕ̂je
ij·x. Then

Ik,N(ϕIk,Nψ) = Ik,N(ϕ>rIk,Nψ) + Ik,N(ϕ<rIk,Nψ). (3.52)

By Lemma 3.4, for any s ∈ (0, 16 ), there exist arbitrarily large λ > 0 and k ≥ Cλs

satisfying: whenever |n|2, |l|2 ∈ [λ − k, λ + k] with distinct n and l ∈ Z
2, it holds that

|n − l| > λs/2. Therefore, we can select arbitrarily large λN > 0 and k ≥ cλsN satisfying:
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whenever |n|2, |l|2 ∈ [λN − k, λN + k] with distinct n and l ∈ Z
2, we have |n− l| > r = λ

s/2
N .

This leads to

Ik,N(ϕ<rIk,Nψ) =
∑

λN−k≤|n|2≤λN+k

(

∑

λN−k≤|l|2≤λN+k
1≤|n−l|≤r

ϕ̂n−lψ̂l

)

ein·x = 0. (3.53)

From (3.52) and (3.53), for the chosen N and k, it follows that

Ik,N(ϕIk,Nψ) = Ik,N(ϕ>rIk,Nψ).
Applying Agmon’s inequality, and assuming ϕ ∈ H2(T2) with zero mean, we deduce

‖Ik,N(ϕIk,Nψ)‖2 ≤ ‖ϕ>rIk,Nψ‖2 ≤ ‖ϕ>r‖∞‖ψ‖2 ≤ C‖ϕ>r‖
1

2

2 ‖ϕ‖
1

2

H2‖ψ‖2. (3.54)

Note that

‖ϕ>r‖22 =
∑

|j|>r

|ϕ̂j |2 =
∑

|j|>r

1

|j|4 |j|
4|ϕ̂j |2 ≤

1

r4
‖ϕ‖2H2 . (3.55)

Thus, combining (3.54) and (3.55), we arrive at

‖Ik,N (ϕIk,Nψ)‖2 ≤ C

r
‖ϕ‖H2‖ψ‖2. (3.56)

Referring to (3.51) and (3.56), we conclude that

(Ik,NF
′(u)Ik,Nv,w) ≤

C‖w‖2
r

2
∑

m,n=1

‖W (u)m‖H2‖[W ′(u)v]n‖2. (3.57)

Given Lemma 3.8, which states ‖W (u)‖H2 ≤ C for all u ∈ H and ‖W ′(u)v‖2 ≤ L1‖v‖2, we
infer from (3.57) that

(Ik,NF
′(u)Ik,Nv,w) ≤

CL1

r
‖v‖2‖w‖2, for all u, v, w ∈ H.

Since r = λ
s/2
N , it follows that

‖Ik,NF
′(u)Ik,Nv‖2 ≤

CL1

r
‖v‖2 ≤ CL1λ

−s/2
N ‖v‖2 ≤ 1

16
λ
− 1

2
(3−2β)

N ‖v‖2, for all u, v ∈ H,

for sufficiently large λN , given that s > 3− 2β. �

4. Discussion

In this section, we explore the underlying motivation of our research. The paper [12]
established the existence of IMs for the HNSE when the exponent β ≥ 3

2 in both 2D
and 3D periodic domains. However, a lower value for β is intuitively anticipated in 2D
compared to 3D, for the IM problem. As an illustration, for the HNSE, global regularity
and global attractors are available when β ≥ 1 in 2D, as opposed to β ≥ 5

4 in 3D. Our work
addresses this conjecture by successfully showing that the value of β can be reduced below
the critical threshold of 3

2 for the IM problem in 2D. Looking ahead, our future objectives
include exploring the potential for further reducing the value of β. In fact, gaining a deeper
understanding of the distribution of lattice points in annular regions may prove beneficial.



16 Y. GUO

The investigation of sparse distributions of lattice points in annuli or on circles also presents
interesting problems in number theory in their own right.

The concept of IM is designed to provide a robust analytical framework for understand-
ing the finite-dimensionality characteristic of the asymptotic dynamics in dissipative PDEs.
The dimension of an IM is defined in the traditional, topological sense as applied to mani-
folds. A significant gap in our understanding, however, is the uncertainty surrounding the
existence of an IM for the NSE. In contrast, it is established that the 2D NSE possesses
a finite-dimensional global attractor. The dimensions of this attractor are quantified using
either fractal or Hausdorff dimensions. The dimension of the attractor serves as a valuable
indicator of the degrees of freedom involved in the system’s asymptotic dynamics. Never-
theless, it is important to recognize that the structure of a finite-dimensional attractor can
be exceedingly complex. Therefore, both in theoretical and practical contexts, the dimen-
sion of the IM is often regarded as the “true” dimension of the long-term dynamics of a
dissipative PDE.

Also, it is worth mentioning that the discovery of a finite number of determining modes
and nodes in the 2D NSE suggests a limited number of degrees of freedom for the as-
ymptotic dynamics of turbulence. Foias and Frodi [9] originally introduced the concept of
“determining modes”, which states that if two solutions of the NSE converge as t → ∞
in the projection onto the first N Fourier modes, they will also converge in their entirety.
Analogously, “determining nodes” refer to a finite set of points within the domain that
can be used in place of Fourier modes for this convergence. However, it is important to
emphasize that the existence of determining modes does not necessarily mean that these
lower modes determine the asymptotic solution of the NSE, thus leaving the question of the
finite-dimensionality of NSE asymptotic dynamics open for further investigation.

In the field of analyzing the NSE and Euler equations, there have been significant ad-
vancements concerning the non-uniqueness of weak solutions [6, 3, 2], the phenomenon of
anomalous dissipation and Onsager’s conjecture [14, 4], and the formation of singularities
[7, 5]. Equally crucial is the finite-dimensional nature of the asymptotic dynamics of the
NSE, which is important for deepening our comprehension of fully developed turbulence.
This work contributes to this critical area of study. Generally, regarding evolutionary PDEs
with inherent regularization mechanisms, a “simpler” dynamical behavior is often expected
in the long term. For instance, the well-known soliton resolution conjecture suggests that for
many nonlinear dispersive PDEs, solutions with generic initial conditions should ultimately
decompose into a limited number of solitons, each moving at distinct velocities, accompanied
by a radiative term that diminishes over time, thereby illustrating the finite-dimensional
asymptotic dynamics characteristic of nonlinear dispersive PDEs.
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[6] C. De Lellis and L. Székelyhidi, The Euler equations as a differential inclusion, Ann. of Math. (2) 170

(2009), 1417–1436.
[7] T. Elgindi, Finite-time singularity formation for C1,α solutions to the incompressible Euler equations

on R
3, Ann. of Math. (2) 194 (2021), 647–727.

[8] P. Erdös, Some problems in elementary number theory, Publ. Math. Debrecen 2 (1951), 103–109.
[9] C. Foias and G. Prodi, Sur le comportement global des solutions non-stationnaires des équations de
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