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COMPETING GOALS OF ASSESSMENTS

as Learning for Learning of Learning
Learn During After Before
Attempts Single Multiple Single
Stakes None Low High
Feedback During After None

(Dann, 2014)
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TYPES OF FEEDBACK

Wisniewski et al. (2020); Hattie & Timperley (2007)

← Critical for cognitive, motor
skills, motivational, and
behavioral outcomes in
Assessment as/for Learning
(Wisniewski et al., 2020).
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TYPES OF FEEDBACK

Wisniewski et al. (2020); Hattie & Timperley (2007)

← Critical for cognitive, motor
skills, motivational, and
behavioral outcomes in
Assessment as/for Learning
(Wisniewski et al., 2020).

How do we mediate
this online and/or at a
large scale?
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TYPES OF INTELLIGENCE

Augmented Intelligence
Humans imbued with
computer intelligence.

Artificial Intelligence
Computers imbued with
human intelligence
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TYPES OF INTELLIGENCE

Augmented Intelligence
Humans imbued with
computer intelligence.

Artificial Intelligence
Computers imbued with
human intelligence

The goal is to anticipate the types of feedback an instructor
would make in-the-moment and automate this feedback.
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WHY MULTIPLE-CHOICE?

I Most portable and software-independent type of
assessment.

I Reduces number of responses to associate to targeted
feedback.

I Foundation of multiple-choice diagnostic assessments can
be utilized for free-response assessments and/or artificial
intelligence.
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ANATOMY OF A MULTIPLE-CHOICE QUESTION

[stem] Solve the equation below.

[problem]
−8x + 9

3 − −6x + 9
5 = −9x− 9

8
A. [solution] x = 6.805
B. [distractor] x = −0.332
C. [distractor] x = 17.341
D. [distractor] x = 26.341
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TYPES OF DISTRACTORS

Superficial Errors Conceptions
Frequency Common Uncommon Rare

Cognitive level None Procedural Conceptual

2x2 − x− 3 = (2x− 3)(x− 1) (2x + 3)(x− 1) Unfactorable
(x−6)(x+1)

Explains ???
In-the-

moment
issues

Conceptual
issues
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TYPES OF DISTRACTORS

Superficial Errors Conceptions
Frequency Common Uncommon Rare

Cognitive level None Procedural Conceptual

2x2 − x− 3 = (2x− 3)(x− 1) (2x + 3)(x− 1) Unfactorable
(x−6)(x+1)

Explains ???
In-the-

moment
issues

Conceptual
issues

By tracking errors and misconceptions throughout an
assessment/semester, students can get a better sense of what
they are doing wrong and how to improve.
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DEVELOPING “GOOD" DIAGNOSTIC DISTRACTORS

I Instructor’s math/teaching experience

I Historical class data
I Historical development of concepts
I Research results
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BUILDING GENERALIZED QUESTION STRUCTURES:
PROPERTY

Choose the smallest set of Complex numbers that the number
below belongs to. √

−560
5 +

√
0i

A. Not a Complex Number

B. Irrational

C. * Pure Imaginary

D. Nonreal Complex

E. Rational
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PROPERTY EXAMPLE - CONTINUED

√
−560

5 +
√

0i

A. Not a Complex Number
This is not a number. The only non-Complex number we know is dividing by 0 as this is not a number!

B. Irrational
These cannot be written as a fraction of Integers. Remember: Square root does not mean irrational!

C. Pure Imaginary
* This is the correct option!

D. Nonreal Complex
This is a Complex number (a + bi) that is not Real (has i as part of the number).

E. Rational
These are numbers that can be written as fraction of Integers (e.g., -2/3 + 5)
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BUILDING GENERALIZED QUESTION STRUCTURES:
ARITHMETIC

Solve the equation below.

−8x + 9
3 − −6x + 9

5 = −9x− 9
8

A. * x = 6.805
B. x = −0.332
C. x = 17.341
D. x = 26.341
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ARITHMETIC EXAMPLE - CONTINUED

Solve the equation below.

−8x + 9
3 − −6x + 9

5 = −9x− 9
8

A. * x = 6.805; correct!

B. x = −0.332; corresponds to dividing the second number in
the numerator by the denominator.

C. x = 17.341; corresponds to not distributing the negative in
front of the second fraction.

D. x = 26.341; corresponds to dividing the coefficients in
front of x by the denominator
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BUILDING GENERALIZED QUESTION STRUCTURES:
GRAPHICAL

Choose the correct equation of the graph below. Assume a = 1
or a = −1.

A. ∗f(x) = x2 + 8x + 6

B. f(x) = x2 + 8x + 16

C. f(x) = −x2 − 8x− 26

D. f(x) = x2 + 8x + 12

E. f(x) = x2 − 8x + 6
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GRAPHICAL EXAMPLE - CONTINUED

A. ∗f(x) = x2 + 8x + 6
This is correct and uses f(x) = a(x − h)2 + k.

B. f(x) = x2 + 8x + 16
This uses f(x) = a(x − h)2 + k but assumes

k = 0 because it is at the bottom of the graph.

C. f(x) = −x2 − 8x− 26
This uses f(x) = a(x − h)2 + k but assumes

a = −1.

D. f(x) = x2 + 8x + 12
This uses a factored-form approach

f(x) = (x + 6)(x + 2) through a visual

assumption of the x-axis.

E. f(x) = x2 − 8x + 6
This uses the vertex form as

f(x) = a(x + h)2 + k.
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BUILDING GENERALIZED QUESTION STRUCTURES:
TABULAR

Given h(x) = (f ◦ g)(x) and only the information in the
following table, evaluate f(2), if possible.

A. f(2) = 4
B. *f(2) = 0
C. f(2) = 1
D. It is not possible to evaluate f(2) based only on the

information in the table.
17 of 42
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TABULAR EXAMPLE - CONTINUED

A. f(2) = 4
Corresponds to evaluating h(g(2)).

B. *f(2) = 0
Corresponds to determining the a such that g(a) = 2, then evaluating h(a).

C. f(2) = 1
Corresponds to determining the a such that h(a) = 2, then evaluating g(a).

D. It is not possible to evaluate f(2) based only on the
information in the table.
Corresponds to viewing functions as a single algebraic formula.
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INTERVAL MASKING METHOD - ARITHMETIC

EXAMPLE

Solve the linear equation below. Then, choose the interval that
contains the solution.

−8x + 9
3 − −6x + 9

5 = −9x− 9
8

A. x ∈ [4.8, 10.8]
B. x ∈ [−2.33, 4.67]
C. x ∈ [17.34, 23.34]
D. x ∈ [23.34, 29.34]
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INTERVAL MASKING METHOD - POLYNOMIAL

EXAMPLE

Construct the lowest-degree polynomial given the zeros below.
Then, choose the intervals that contain the coefficients of the
polynomial in the form ax3 + bx2 + cx + d.

3
2 ,−3

4 ,
1
2

A. a ∈ [10, 20], b ∈ [3, 7], c ∈ [−31,−17], and d ∈ [1, 17]
B. a ∈ [10, 20], b ∈ [23, 30], c ∈ [−7, 1], and d ∈ [−12, 1]
C. a ∈ [10, 20], b ∈ [16, 22], c ∈ [−17,−6], and d ∈ [−12, 1]
D. a ∈ [10, 20], b ∈ [−22,−19], c ∈ [−17,−6], and d ∈ [−12, 1]
E. a ∈ [10, 20], b ∈ [−22,−19], c ∈ [−17,−6], and d ∈ [1, 17]
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INTERVAL MASKING METHOD - POLYNOMIAL

EXAMPLE CONTINUED

A. a ∈ [10, 20], b ∈ [3, 7], c ∈ [−31,−17], and d ∈ [1, 17]
16x3 + 4x2 − 24x + 9, which corresponds to multiplying out (2x + 3)(4x − 3)(2x − 1).

B. a ∈ [10, 20], b ∈ [23, 30], c ∈ [−7, 1], and d ∈ [−12, 1]
16x3 + 28x2 − 9, which corresponds to multiplying out (2x + 3)(4x + 3)(2x − 1).

C. a ∈ [10, 20], b ∈ [16, 22], c ∈ [−17,−6], and d ∈ [−12, 1]
16x3 + 20x2 − 12x − 9, which corresponds to multiplying out (2x + 3)(4x − 3)(2x + 1).

D. a ∈ [10, 20], b ∈ [−22,−19], c ∈ [−17,−6], and d ∈ [−12, 1]
16x3 − 20x2 − 12x − 9, which corresponds to multiplying everything correctly except the constant term.

E. a ∈ [10, 20], b ∈ [−22,−19], c ∈ [−17,−6], and d ∈ [1, 17]
* 16x3 − 20x2 − 12x + 9, which is the correct option.
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GRAPHICAL USER INTERFACE
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“SOLVE COMPOUND INEQUALITY" EXAMPLE
Fall 2017 Q12
[n = 76]

Fall 2018 Q12
[n = 69]

Fall 2019 Q4
[n = 70]

−1 ≤ x + 1
3 ≤ 3 7 + 7x <

50x− 4
6 ≤ 8 + 8x −8 + 8x <

36x− 8
4 ≤ 7 + 8x

A. [−5, 3] A. (a, b], where a ∈ [−29,−25]
and b ∈ [−10,−5]

A. [a, b), where a ∈ [−12,−7]
and b ∈ [3, 7]

B. [−7, 1] B. [a, b), where a ∈ [−29,−24]
and b ∈ [−10, 2]

B. (a, b], where a ∈ [−10.4,−8.6]
and b ∈ [4.6, 6.4]

C. [−1, 7] *C. (a, b], where a ∈ [2, 8]
and b ∈ [23, 31]

*C. (a, b], where a ∈ [−8.2,−4.9]
and b ∈ [6.1, 11.2]

*D. [−3, 5] D. [a, b), where a ∈ [4, 7]
and b ∈ [25, 29]

D. [a, b), where a ∈ [−7,−2]
and b ∈ [8, 11]

E. There is no solution to the
inequality.

E. There is no solution to the
inequality.

7%, 1%, 1%, 91% 1%, 3%, 87%, 3%, 6% 0%, 4%, 83%, 10%, 3%
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“SOLVE LINEAR EQUATION (RATIONAL)" EXAMPLE

Fall 2017 Q9
[n = 76]

Fall 2018 Q9
[n = 69]

Fall 2019 Q5
[n = 70]

x− 2
9 = x− 4

2
−4x− 6

2 − −4x + 6
5 = 3x + 7

4
−8x + 7

4 − −3x + 4
5 = −3x + 6

2

A.
{40

7

}
A. x ∈ [−1.9,−0.7] A. x ∈ [2, 5]

B.
{
−32

11

}
*B. x ∈ [−5.1,−2.1] B. x ∈ [27, 31]

C.
{34

7

}
C. x ∈ [−11.6,−8.8] C. x ∈ [−5, 0]

*D.
{32

7

}
D. x ∈ [−3,−1.9] *D. x ∈ [18, 25]

E. No Real solutions. E. No Real solutions.

4%, 3%, 3%, 91% 20%, 68%, 3%, 4%, 4% 10%, 3%, 17%, 66%, 4%
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“FACTOR THE TRINOMIAL" EXAMPLE

Fall 2017 Q7 [n = 76] Fall 2018 Q6 [n = 69]

Factor − 24x2 − 20x + 24 Factor 15x2 + 62x + 40 as
(ax + b)(cx + d), with b ≤ d.

A. −4(3x + 2)(2x− 3) A. a ∈ [−4.1,−2.6], b ∈ [−15,−3], c ∈ [−7,−3],
and d ∈ [−8,−2]

B. 4(3x + 2)(2x− 3) B. a ∈ [0.7, 1.6], b ∈ [−3, 7], c ∈ [13, 17],
and d ∈ [8, 13]

*C. −4(3x− 2)(2x + 3) *C. a ∈ [4.3, 7.8], b ∈ [−3, 7], c ∈ [−3, 6],
and d ∈ [8, 13]

D. 4(x + 1)(x− 2) D. a ∈ [0.7, 1.6], b ∈ [9, 13], c ∈ [13, 17],
and d ∈ [−1, 9]

E. a ∈ [−4.1,−2.6], b ∈ [9, 13], c ∈ [−7,−3],
and d ∈ [−1, 9]

13%, 1%, 86%, 0% 0%, 1%, 93%, 6%, 0%
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QUANTITATIVE EVIDENCE: ITEMS WITH EFFECTIVE

DISTRACTORS

Effective distractors are those that are chosen at least 5% of the
time (Hingorjo & Jaleel, 2012).
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QUANTITATIVE EVIDENCE: PERCENT OF

DISTRACTORS

Semester Fall 2017 Fall 2018/2019
# of Questions 25 24

# of Options 4 5
Total Distractors 75 96
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QUANTITATIVE EVIDENCE: DISTRIBUTION

STATISTICS

“Ideal" distribution statistics:
I Center: 0.7 [5-option] or 0.74 [4-option] (Lord, 1952)
I Standard Deviation: 0.100 [5-option] or 0.087 [4-option]
I Skew and Kurtosis: 0

Negative kurtosis suggests more data to appear in the tails of the distribution (a uniform distribution has a kurtosis

of -1.2) and a positive kurtosis suggests little data to appear in the tails (a logistic distribution has a kurtosis of 1.2)

(Ho & Yu, 2015).
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QUANTITATIVE EVIDENCE: ITEM CORRELATIONS

Point-Biserial Correlation (PBC) is an item-level correlation
between marking an item correct/incorrect and a student’s
overall score.
Positive PBC corresponds to high-achieving students marking the question correctly while low-achieving students

mark the same question incorrectly, while negative PBC corresponds to the inverse relation (Varma, 2006).
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QUANTITATIVE EVIDENCE: TEST CORRELATIONS

Kuder–Richardson Formula 20 (KR-20) reliability coefficient is
used to estimate the internal reliability of an assessment
(Salvucci et al., 1997).
A high KR-20 suggests the assessment would highly correlate between alternative forms
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OVERALL QUANTITATIVE EVIDENCE

32 of 42



Introduction Development Evidence of Success Conclusions References

OUTLINE

Introduction

Development

Evidence of Success

Conclusions

33 of 42



Introduction Development Evidence of Success Conclusions References

BENEFITS

I Create numerous, high-quality assessments that target
conceptions and can be used to diagnosis/address errors.

I Frees up instructor time for more free-response time.
I Can scale up best practices in math ed.

34 of 42



Introduction Development Evidence of Success Conclusions References

CURRENT OBSTACLES

I Developed only for College Algebra topics.
I Needs more integration of math ed research results.
I GUI currently written for Linux only.
I Students need to be taught how to answer in intervals.
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OTHER USES

I Open-Source Homework System

I Intelligent Tutoring System (Stefanutti et al., 2020)
I Large-Scale Mastery-Based Grading
I Automated Assessment Reports
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LARGE-SCALE MASTERY-BASED GRADING

10 quizzes, 2 topics per quiz, 10 questions per topic.

Q1: 20 questions per version

Q2: 40 questions per version

Q3: 60 questions per version

Q4: 80 questions per version

Q5: 120 questions per version

Q6-10: 160 questions per version

With 3 versions per exam, I end up generating...
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LARGE-SCALE MASTERY-BASED GRADING

10 quizzes, 2 topics per quiz, 10 questions per topic.

Q1: 20 questions per version

Q2: 40 questions per version

Q3: 60 questions per version

Q4: 80 questions per version

Q5: 120 questions per version

Q6-10: 160 questions per version

With 3 versions per exam, I end up generating... 3360 Total
Questions!
Each question requires 15-30 “different" versions.
With ∼300 students, students would need targeted feedback to
about 60,000 questions.
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AUTOMATED ASSESSMENT REPORTS
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RESOURCES

Contact: dchamberlain31@ufl.edu
Github:

https://github.com/Darryl-Chamberlain-Jr/Auto-DIG
Open-Access HW System:

https://xronos.clas.ufl.edu/ufmac1105
Mastery-Based Course:

https://ufl.instructure.com/courses/408087
Papers:

https://people.clas.ufl.edu/dchamberlain31/current-projects/
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