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Three-Dimensional Phase Unwrapping for Satellite
Radar Interferometry, I: DEM Generation

Batuhan Osmanoğlu, Timothy H. Dixon, and Shimon Wdowinski

Abstract—Determining the Earth’s surface topography and
deformation with interferometric synthetic aperture radar
involves measurement of phase, which, for a typical coherent
radar signal, can only be done modulo 2π . The cycle of ambiguity
inherent in the phase measurement has to be unwrapped over
all observation dimensions (e.g., azimuth, range, and time) to
remove the 2π ambiguity of the phase measurements. For a time
series of SAR images, useful for reducing noise in topographic
applications or measuring time-varying surface deformation, the
necessary steps to connect ambiguous radar phase measurements
are more challenging, and the operation may be termed 3-D phase
unwrapping. We describe a 3-D unwrapping approach using an
extended Kalman filter. Our approach readily exploits existing
information, and is robust in the presence of noise. For all tested
data sets, it provides improved accuracy compared to existing
approaches.

Index Terms—Digital elevation models, kalman filters, radar
interferometry, synthetic aperture radar.

I. INTRODUCTION

INTERFEROMETRIC synthetic aperture radar (InSAR) has
been in use since the 1970s, with scientific applications

that include topographic mapping and measurement of sur-
face deformation [1]–[8]. Early topographic applications used
interferometric fringe lines as isoheight contours, resulting in
relatively low resolution topographic information [1]. How-
ever, current techniques for generating high-resolution digital
elevation models (DEMs) calculate the height value for each
point in the image. DEM generation and surface deformation
measurements both require resolving the interferometric phase
ambiguity, an operation known as phase unwrapping. In many
cases, parts of the interferogram will be decorrelated because
of a combination of error sources, making unwrapping dif-
ficult [9]. It is possible, however, to combine independently
generated interferograms, reducing the effect of such errors.
For DEM generation, a simple weighted average of inde-

pendent DEMs is not an optimal solution to the noise and
decorrelation problem, as it underestimates the spatio-temporal
variability in the noise terms [10]. Although there are several
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published approaches to this problem, they all have disad-
vantages in the presence of noise or areas of low coherence
[10]–[16]. In this paper, we present a novel method for
generating DEMs, combining multiple SAR acquisitions using
an extended Kalman filter (EKF). The EKF incorporates noise
filtering, unwrapping, and topography calculation in a single
operation. The input data consists of interferograms created
with different spatial baselines and short temporal separations.
These data are termed 3-D because they consist of a stack of
2-D spatial images. In other words, in addition to the two
spatial dimensions of the interferogram, the stack forms the
third dimension, which can be time for deformation analysis,
or perpendicular baseline for topography.
The main objective of this paper is the development of

a 3-D unwrapping technique combining observations from
multiple information sources (e.g., interferograms, existing
low-resolution DEMs) to generate a new DEM that is sig-
nificantly more accurate than any of the input data alone.
Our technique can be readily extended to measurement of
surface deformation where the deformation can be assumed
constant in time, or can otherwise be characterized by a
simple model of time variation. This paper focuses on the
development of the Kalman-based unwrapping algorithm, but
includes some comparison with other algorithms for DEM
generation. A broader comparison with other nonlinear filters
for DEM generation will be the focus of separate studies.
This paper is organized as follows. Section II describes

the technical requirements for 3-D unwrapping and
previous work. Section III describes the EKF, and the
proposed method for DEM calculation. Section IV applies
the EKF to synthetic data, C-band (Envisat) data and
X-band (TerraSAR-X) data, and contrasts the results with
independent, comparable-resolution DEMs. For all data sets,
weighted average DEMs using conventional unwrapping
methods, as well as a maximum-likelihood (ML) estimator
after Eineder and Adam [13] are also calculated. We then
compare the performance of our EKF with other available
DEMs in Section V.

II. TECHNICAL BACKGROUND

Several algorithms are developed for time series analy-
sis of InSAR data: PSInSAR [17], [18]; PSI [19], [20];
SBAS [21]–[23]; StaMPS [24]; and SqueeSAR [25]. All these
approaches aim to connect ambiguous phase measurements to
produce a near continuous record of displacement, even though
unwrapping is achieved by a series of spatial and temporal
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operations. Previous approaches to the 3-D phase connec-
tion (unwrapping) problem include applications in InSAR
and magnetic resonance imaging [26]–[35]. Multidimensional
unwrapping is a challenging problem and the previous stud-
ies have both advantages and disadvantages depending on
the application, noise level and phase gradients. Our study
approaches this problem in a different way and we believe
significant benefits in terms of flexibility, treatment of noise,
and the ability to constrain the solution with external informa-
tion.
DEM reconstruction using multibaseline (multichannel)

SAR interferometry is demonstrated using several methods,
including wavelets [10]; ML techniques [13], [14], [36]–[38];
and maximum a posteriori estimation techniques [12], [15],
[39], [40]. The shuttle radar topography mission (SRTM)
generated DEMs by unwrapping the interferogram and mul-
tiplying the observed phase values with a height-to-phase
conversion factor, which is a function of the baseline. The
unwrapping is achieved using a connected component variant
of the standard branch-cut algorithm [3], [41].
Interferometric SAR measurements are sensitive to range

change in the line-of-sight direction. Assuming the scattering
phase is the same for the master (initial) pass and slave
(interferometry) pass, and ignoring any changes in atmospheric
phase delays, the phase change between the two SAR acqui-
sitions can be related to two-way range change in the line-of-
sight direction [42], [43]

�φ = 2�R
λ/2π

(1)

where �φ is the phase change, �R is the range difference
between acquisitions, and λ is the radar wavelength.
Equation (1) shows that when �R is λ/2, �φ will be equal
to 2π . Any further changes in the range direction become
ambiguous, because the phase is observed between −π to π
and wraps around such that �φ = �φ + 2π . This wrapping
behavior of phase observations generates contours (fringe
lines) where the phase changes from −π to π . Assuming all
the range change is because of topography, the height change
that will correspond to a 2π phase change is [42], [43]

z2π = λR sin(θ)

2B⊥
(2)

where z2π is height ambiguity, λ is wavelength, R is
the range between target and satellite’s position during
master acquisition, θ is the antenna look angle, and B⊥ is the
perpendicular baseline. As seen from (2), the height ambiguity
and perpendicular baseline are inversely proportional, i.e.,
an increasing perpendicular baseline decreases the height
ambiguity. Therefore, interferograms with short perpendicular
baselines contain less topographic fringes (and details), thus
simplifying the unwrapping process, whereas large perpendic-
ular baselines increase the sensitivity of the measurement to
topography, providing more detailed observations but at the
expense of more difficult unwrapping. The measurement sen-
sitivity is indicated by the height-to-phase conversion factor,
defining phase change for a unit of elevation change [41], [44]

�φ

�z
= 2π
z2π

= 4π
λ

B⊥
R sin(θ)

(3)

where �φ/�z is the height-to-phase conversion factor.
This relationship between perpendicular baseline and radar
measurements of topography enables us to obtain a highly
accurate DEM through the use of EKF.
For DEM generation the effect of orbital errors are inversely

proportional to the perpendicular baseline. Therefore a min-
imum value for the perpendicular baseline can be calculated
based on the required DEM accuracy as shown in [43]

B⊥min = εB⊥
εDEM

|Z | (4)

where B⊥min is the minimum perpendicular baseline, εB⊥
is the orbital error in the perpendicular baseline component,
εDEM is the requested DEM accuracy for the end product,
and |Z | is the absolute height variation in the mapped area.
Similarly, an upper limit for the perpendicular baseline comes
from the critical baseline, after which interferograms are
decorrelated [43]

B⊥crit = λ
WR

c
R1 tan(θ − α) (5)

where B⊥crit is critical baseline, λ is wavelength, WR is radar
bandwidth, c is speed of light, R1 is range to first pixel, θ is
look angle, and α is slope in the range direction.
The use of filter-based unwrapping methods is proposed

for 2-D unwrapping of InSAR measurements [26], [45]–[49].
For 3-D unwrapping, EKFs have several advantages: first,
EKFs account for measurement uncertainties, second, EKFs
operate incrementally (recursively), third, there is extensive
literature on nonlinear estimation of multisensor systems using
EKFs [50]–[53], and fourth, EKFs can account for a priori
information.
It is demonstrated that EKFs underestimate the error

covariance when the observations are highly nonlinear and
the models cannot be described with a first-order Taylor-
series expansion [54]–[56]. Application of so-called unscented
Kalman filters [54], [55], or particle filters [49], [57], should
improve the estimation accuracy when the observations
have severe nonlinearities, such as cliffs or other regions of
extreme topographic gradients.
Numerous textbooks and articles provide an introduction to

Kalman filters [58]–[60], [56]. Our analysis is an extension of
the unwrapping algorithm developed by Krämer [45], details
of which can also be found in [47] and [48]. Krämer’s
algorithm estimates the continuous phase values from the
complex (amplitude and phase) InSAR observations, with the
assumption that each observation follows a normal distribu-
tion, and a relation can be defined between the neighboring
pixels in a 2-D regular lattice. In certain cases, the Gaussian
assumption (normal distribution of observations) does not
hold [61], [49], yet it is an assumption often made to simplify
algorithm development [10], [42], [47], [62]–[64].
Kalman filters consist of two processing steps: prediction

and control. During the prediction step, the next filter state
along some path is calculated based on a known model.
The result of the prediction step is then compared with the
observation in the control step to update the predicted value
and estimated error covariance. Previous studies on filter-based
unwrapping algorithms focused on the use of a geometric path,
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such as row- or column-order paths, and the masking of low-
quality areas [47], [49]. We propose an alternative approach:
following the highest-quality path and unwrapping all pixels.
Following a high-quality path enables the algorithm to estimate
state vector and variance matrices correctly before attempting
to solve points with a lower signal to noise ratio (SNR).
Because the algorithm has a higher probability of calculating a
wrong estimate for low SNR points, they are set aside until the
end to minimize error propagation. The highest-quality path is
determined according to Fisher’s Distance metric, which is a
measure of phase similarity based on the Fisher’s information
theory [65]

FD0 = 1
4N

N∑

n=1

� (φnφ
∗
0 )

2(σ 2
φ0 + σ 2

φn)

σ 2
φ0σ

2
φn

+ log (4π2 σ 2
φ0σ

2
φn)

(6)

where, FD0 is the Fisher’s Distance for the current point
calculated over its neighborhood, N is the number of neigh-
boring pixels, � (φnφ

∗
0 ) is the complex differencing of phase

angles, and σφ0 is the expected standard deviation of phase
values from coherence calculated after [66]. As in (6), Fisher’s
Distance approach compares neighboring phase values with
regard to their expected phase error (based on coherence).
Further details of the method are presented in [65]. It is
important to separate the effects of path and unwrapping func-
tion in the selection of unwrapping path algorithm. Therefore,
the comparison of Fisher’s Distance to other path algorithms
in [65] employed a simple (integral of phase derivative)
unwrapping function. It is inevitable that the results obtained
with the EKF will show some dependence on the selected
path. However, these effects are minimized by constraining
the filter’s initial conditions with an existing DEM. In weak
(or no) initial conditions, the filter can iteratively approach a
solution by combining solutions obtained using different paths.
In this paper, we initialize the EKF with a known DEM for
real data analysis, and do not utilize any iterations over the
unwrapping path.
A multibaseline InSAR data set is 3-D, e.g., azimuth,

range and interferogram. The interferogram dimension can be
organized in chronological order when analyzing deformation,
or according to the value of perpendicular baseline when
analyzing topography. An algorithm can be constructed by
starting from the reference image and unwrapping the phase of
neighboring pixels in all 3-D of the data set. Defining the DEM
as a constant signal through time, we can assume that it is
common in all interferograms. Therefore, even though interfer-
ometric pairs are acquired at different times, we can treat them
as synchronous observations. There are three common meth-
ods for combining multiple observations using Kalman filters:
parallel filtering, data compression filtering, and sequential
filtering [Fig. 1(a)–(c)] [50], [51]. Although all these meth-
ods perform similarly for linear observations acquired using
identical sensors, the parallel filter has better performance for
observations with different characteristics; this is the case for
wrapped topographic signal in interferograms with different
baselines. The disadvantage of the parallel filter comes from
the larger matrix sizes, as the filter merges all observations

Fig. 1. Different methods to combine multiple observations with EKF.
(a) Parallel filter. (b) Data compression. (c) Sequential filter. y is observation
vector, x is state vector, P is error covariance, and subscripts indicate sample
number k. xk+1|k is state vector prediction for sample k + 1 given xk .
Modified from [50]. (d) Diagram of designed EKF. In prediction step, N
state vectors from previously-solved neighbors are weighted and averaged
into single state vector. In control step, observations from M interferograms
are used to correct predicted state vector. Dashed line: iteration path for state
vector (x). Subscripts a, r,M: 3-D of data.

into a large observation vector. If all interferograms are to
have the same baseline, however, then a data compression filter
could prove beneficial. Because interferograms with different
baselines are used in DEM generation we use parallel filtering
with some additions from a data compression method in the
prediction step, and also with an iterative control step, as
explained in detail in Section III.

III. EXTENDED KALMAN FILTER
We developed an EKF to unwrap 3-D, multibaseline InSAR

data to obtain a DEM of the observed area. In our implementa-
tion, information from every interferogram is fed into a single
filter, where interferometric phase changes are converted into
height values and gradients in radar coordinates. Accordingly,
each filter state consists of three elements: height relative to a
reference point and gradients in the range and azimuth direc-
tions. State-space equations define the relationship between the
Kalman filter states and the observations. For this paper, the
topographic height and its gradient constitute the state vector.
Hence, the state-space equations can be given as

x−
0 = DAN x+

N + wN (7)
yM = HM(x−

0 ) + vM (8)



1062 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 52, NO. 2, FEBRUARY 2014

where x−
0 is the state, D is the matrix of averaging coefficients,

AN is the transition matrix that relates the neighboring states
to the current state, wN is the process noise, yM is the
observation vector, HM is the operation that links the state
to the observation, and vM is the measurement noise. In
all equations, the subscript N is solved pixels in the 3 × 3
neighborhood around the current point. Similarly subscript M
is M interferograms (or observations).
Each term of the (7) and (8) is a matrix and are further

explained between (9) and (15). The superscript − as in x−
0

is the prediction step, whereas the superscript + is values
obtained after the control step. The x−

0 is a column matrix
and it is

x−
0 =

[
z−0

∂z−0
∂a

∂z−0
∂r

]T
1×3 (9)

where z−0 is topographic height, ∂z−0 /∂a is the derivative of the
height in the azimuth direction, and ∂z−0 /∂a is the derivative
of the height in range direction. Averaging coefficients are cal-
culated based on the available (previously solved) neighboring
pixels

D=
⎡

⎣
1/N 0 0
0 1/

∑N
n=1 AN [2, 3n − 1] 0

0 0 1/
∑N

n=1 AN [3, 3n]

⎤

⎦

3×3
(10)

where N is the number of available neighbors, and AN [i, j ] is
the element located at row i , column j of the transition matrix.
As seen from (11), the sum of elements in second row and
every second column in the AN matrix provides the number
of neighbors available in azimuth direction. Similarly, the sum
of elements in the third row and every third column provides
the number of neighbors in range direction

AN =
⎡

⎣
1 �a1 �r1
0 |�a1| 0
0 0 |�r1|

· · ·
1 �an �rn
0 |�an| 0
0 0 |�rn|

· · ·
⎤

⎦

3×3N
(11)

where �an is the azimuth offset between the nth neighbor
and current pixel, and similarly �rn gives the range offset
for the nth neighbor. The information from N already solved
neighbors are given in xN

x+
N =

[
z+1 �

∂z+1
∂a1 �

∂z+1
∂r1

· · · z+n �
∂z+n
∂an �

∂z+n
∂rn

· · ·
]T
1×3N (12)

where the first three elements of xN row vector holds the
topographic height estimate (z+1 ) for the first point, the gradient
in azimuth direction ∂z+1 /∂a1, and in range direction ∂z+1 /∂r1.
� is a phase stability coefficient and can be thought as
an average coherence for the stack of input interferograms;
we obtained better results, however, with the quality values
defined based on the Fisher’s Distance defined in (6). Phase
stability coefficient using Fisher’s Distance can be calculated
as

� = 1− FD0 (13)

where FD0 is the normalized Fisher’s Distance. Normaliza-
tion is achieved by dividing FD0 by the maximum Fisher’s
Distance calculated in the image to satisfy 0 ≤ FD0 ≤ 1.
The maximum value of Fisher’s Distance for interferometric

data is around π , though slightly larger. As in (12), the
weighting is applied to the state vector’s gradient components
directly, instead of multiplying the factors in the relation
matrix (AN ). After testing both alternatives presented in this
paper, we concluded that direct weighting of the state vectors
produces better results, because weighting the AN matrix also
weights the error covariance [60].
The observation vector yM consists of real and imaginary

components of all available observations as well as phase
derivatives in azimuth and range directions. Placing the phase
gradients into the observation vector constrains the filter to fit
both the phase values and the phase gradients, and removes
the requirement for calculating them separately

yM =
[

�(y1)/|y1|, �(y1)/|y1|, ∂ � φ1/∂a,

∂ � φ1/∂r, . . . , �(ym)/|ym |, �(ym)/|ym |,
∂ � φm/∂a, ∂ � φm/∂r, . . .

]T
1×4M (14)

where � and � are real and imaginary values, | · | shows
absolute value and M is the number of InSAR observations.
The ∂ � φm/∂a is the partial derivative of phase angle in
azimuth direction for interferogram m. Likewise, the ∂ � φm/∂r
is the phase derivative in the range direction.
The HM converts the linear Kalman filter predictions to

nonlinear values for comparison with the observed data

HM(x−
0 ) =

[
cos

(
�φ1

�z
z−0

)
, sin

(
�φ1

�z
z−0

)
,

�φ1

�z
∂z−0
∂a

,
�φ1

�z
∂z−0
∂r

, · · · , cos
(

�φm

�z
z−0

)
,

sin
(

�φm

�z
z−0

)
,

�φm

�z
∂z−0
∂a

,

�φm

�z
∂z−0
∂r

, · · ·
]T
1×4M (15)

where �φm/�z is the height-to-phase conversion factor for
interferogram m as described in (3). It is clear from (8), (14),
and (15) that phase derivatives are assumed to be unwrapped,
such that ∂ � φm/∂a = (�φm/�z)(∂z−0 /∂a).
Using the state-space equations given in (7) and (8) we

can define the Kalman filter. In the prediction step, the state-
space model is used to predict the state vector and the error
covariance of the next point based on a previous solution.
In DEM generation, the previous solution may indicate any
neighboring pixel. Therefore, as in Fig. 1(d), the prediction
step condenses information from all available neighbors into a
single prediction. In the control step, predictions are compared
with the observation vectors and corrections are applied to the
state vector. The box diagram for the two steps of operations
for the designed Kalman filter is shown in Fig. 1(d).
In the prediction step, state vectors from each neighbor are

averaged, assuming equal weighting for all directions. The
validity of this operation and the assumptions behind it are
given in the appendix. Given the nature of different charac-
teristics between azimuth and range directions, a resolution-
related weighting can be applied. For this research, we use
square pixel dimensions and weighting is, thus assumed equal.
Another weighting approach could be based on the distance
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between current and neighboring pixels, and still a third
approach could be implemented based on a measure of the
phase stability (e.g., coherence) of neighboring pixels. We use
a neighborhood of 3× 3 and weight the state vector gradients
based on the phase stability of the point while giving the corner
pixels equal weight as others (in terms of distance) for the sake
of simplicity. EKF combines the information from already-
solved neighboring pixels in the prediction step given as

x−
0 = DAN x+

N (16)

where x−
0 is the current state, D is the 3 × 3 averaging

coefficient, AN is the 3×3N relation matrix, xN is the 3N×1
matrix of neighbor states. The state prediction equation is
essentially the same as (7) besides the noise term. The error
covariance is predicted using

P−
0 = DAN P+

N A
T
N D

T + Q0 (17)

P+
N =

⎡

⎢⎢⎢⎢⎣

P+
1 0 0 0

0
. . . 0 0

0 0 P+
n 0

0 0 0
. . .

⎤

⎥⎥⎥⎥⎦

3N×3N

(18)

where P−
0 is 3 × 3 error covariance, and Q0 is the 3 × 3

process noise covariance. Tuning an EKF can be painstak-
ing, and calculating the process noise covariance (Q) can
be particularly difficult as the estimated process cannot be
directly observed [54], [60]. As in (8), observations (y) are
related to the state vector (x) through a nonlinear function
H . Further complicating the tuning, the linearizations in the
EKF are known to underestimate the calculated error [60].
The process in this case is the height of a point that is
only observed by the synthetic aperture radar in wrapped
form, under certain assumptions and with a certain noise
level. For some models, a constant process covariance matrix
can be used; for InSAR measurements, however, the process
covariance matrix needs to be updated at each point because
the phase and interferogram quality change constantly. One
way to estimate the process noise might be to calculate the
average height variance expected from the interferometric data

σ 2
z = 1

M

M∑

m=0
σ 2
zm = 1

M

M∑

m=0

(
σφm/

�φm

�z

)2
(19)

where the σ 2
z is the expected height variance, σ 2

zm is the
variance of interferogram m in meters, σφm is the standard
deviation of phase for interferogramm, and the �φm/�z is the
height-to-phase conversion factor given in (3). The variance
(or standard deviation) of phase values for each interfero-
gram can be calculated from coherence [66], phase derivative
variance [67], [68], or Fisher’s Distance [65]. We determined
through experimentation that overestimating the process noise
covariance indeed improves the results, probably because of
the filter’s noise characteristics. In the proposed method, the
process noise covariance is calculated based on the Fisher’s
Distance and the minimum absolute height-to-phase conver-
sion factor for all interferograms. The process noise covariance

matrix is then constructed after Krämer [45]

Q0 =
⎡

⎣
0 0 0
0 FD0/min(|�φM

�z |)2 0
0 0 FD0/min(|�φM

�z |)2

⎤

⎦

3×3

(20)

where Q0 is the process noise covariance, FD0 is the average
Fisher’s Distance for the current point, min(||) is the min-
imum of the absolute value, and �φM/�z is a vector of
height-to-phase conversion factors for the current point in M
interferograms. Better estimation of the process noise covari-
ance matrix (Q0) might be a possible future improvement to
unwrapping interferograms with EKFs.
When available, an existing DEM can be provided as an

input to the prediction step, which can then be combined with
the filter estimates to initialize the next state as shown

x−,init
0 = �x−

0 + (1− �)x init0 (21)

where x−,init
0 is the new estimate with initialization (DEM),

x−
0 is prediction based on neighboring states, � is the phase
stability coefficient defined in (13), and x init0 is the initialization
state vector calculated from the existing DEM. Incoherent
areas separating coherent regions (e.g., Istanbul Bosporus,
Section IV-B.) pose a specific difficulty for path-following
algorithms. Because the phase of neighboring pixels in inco-
herent areas is not correlated, results of unwrapping over
such areas become invalid. (21) shows that for completely
incoherent areas (e.g., over water, � ≈ 0) the Kalman filter
prediction is highly dependent on the given reference DEM.
In addition, as in (21), the initialization is not only used for
the topography but is also used to initialize the gradients.
Therefore, even though subtracting the known topography
from interferograms would simplify the unwrapping operation
by reducing fringe density, it can lead to degraded filter
performance over incoherent areas.
In the control step of the filter, the predicted state values (x)

are compared with the observation (y) values. The governing
equations for this step are similar to any parallel EKF

x+
0 = x−

0 + KMrM (22)
P+
0 = P−

0 − KMCM P−
0 (23)

where x+
0 is the state estimate after the control step, x−

0 is the
state estimate from the prediction step, KM is the Kalman filter
gains calculated for M interferograms, and rM is the residuals
for M phase observations. The P+

0 is the error covariance
after the control step, P−

0 is the error covariance from the
prediction step, and CM is the linearization of the nonlinear
relation operation (HM). Further information on KM , CM , and
rM are given between (24) and (29).
Kalman filter gain (KM ) is calculated for each point in

each interferogram based on the ratio of the error covariance
(P) to the sum of both error and measurement noise covari-
ances (P and R). Error covariance matrix (P+

0 ) is linearized
by CM P+

0 C
T
M

KM = P+
0 C

T
M [CM P+

0 C
T
M + RM ]−1 (24)

where RM is the measurement noise covariance and super-
script −1 is the matrix inversion. The linearization matrix CM
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is defined as the differential of the nonlinear relation matrix
(HM). The linearization matrix and measurement covariance
matrix are

CM = [
C1 · · · Cm · · ·]4M×3 (25)

Cm =
⎡
⎢⎣

−�φm
�z sin(�φm

�z z0)
�φm
�z cos(�φm

�z z0) 0 0
0 0 �φm

�z 0
0 0 0 �φm

�z

⎤
⎥⎦

4×3
(26)

RM = diag
[
R1 · · · Rm · · ·]4M×4M (27)

Rm = [
σ 2
zm σ 2

zm 2σ 2
zm 2σ 2

zm
]
1×4 (28)

where CM is a 4m × 3 matrix consisting of M Cm matrices,
RM is the measurement covariance matrix. diag operator
constructs a diagonal matrix, and σzm is the estimated height
variance.
The residual matrix (rM ) is obtained by comparing predicted

state (x−
0 ) with the interferometric phase observations (yM )

rM = yM − HM(x−
0 ) (29)

where yM is the observation matrix in (14) and HM is the non-
linear relation operation in (15). As in (24), the error covari-
ance matrix (P0) is multiplied by CM to calculate Kalman
gain KM . The height-to-phase conversion factor �φ/�z is
directly proportional to perpendicular baseline. Multiplication
of �φ/�z with P0 has the adverse effect of scaling the error
variance in favor of the small baseline interferograms that are
less sensitive to the topography. Therefore, we modify (14),
(15), and (25) such that all terms are divided by �φ/�z.
The control step of the developed EKF is iterative, similar
to locally iterative EKF, to better estimate the state in high
nonlinearity [69]. The maximum number of iterations is set
by user input (we used 10), where the improvements in the
state vector are also compared against a threshold to avoid
unnecessary iterations.

IV. APPLICATIONS

Three separate data sets are used to test three important
aspects of our method. The first is a synthetic data set, for
verifying that the underlying assumptions of the algorithm are
correct and that the filter can unwrap multiple interferograms
simultaneously to obtain a combined topography map. The
second data set consists of C-band Envisat advanced synthetic
aperture radar (ASAR) imagery acquired over Istanbul, Turkey.
This data set is appropriate for testing the algorithm’s stability
on coherent patches separated by low-coherence areas, because
of water bodies like the Bosporus. The final data set is
X-band TerraSAR-X strip-mode data acquired over Juarez-
El Paso. The TerraSAR-X data provides the opportunity to
test the filter’s topography improvement functionality, as an
independent, high-resolution DEM for the area is available.
In addition, the Envisat and TerraSAR-X data allow for a
comparison between EKF’s results and those of the conven-
tional DEM generation method, namely a weighted average of
individually unwrapped interferograms using the SNAPHU, as
well as the results from 3-D maximum likelihood algorithm

Fig. 2. (a) Radar-coded synthetic DEM based on smooth surface defined
using (30). Areas below 1 m are assigned as water bodies, and are masked
with white color. In addition large surrounding water body, 3 × 5 pixels
large lake is simulated at low point of simulated island. (b) Height values
calculated by EKF. (c) Height values calculated by SNAPHU. (d) Height
values calculated by 3-DMLE with normal distribution. (e) Height values
calculated by 3-DMLE with uniform distribution.

(3-DMLE) [6], [70]–[72], [13]. Even though 3-DMLE algo-
rithm is used for DEM reconstruction from SAR data in
previous studies, it is designed to work with single pass
interferograms and does not handle well the noise sources
related to multiple pass interferometry.

A. Synthetic Data
The first test case for our new algorithm is generated

based on a 128 × 128 pixels synthetic DEM, calculated as
a sum of several shifted Gaussian functions defining a smooth
surface. To test the behavior of the filter in low-coherence areas
and judge the effectiveness of the quality-based unwrapping
paths, areas below 1 m are assigned as water bodies, with no
coherence. The synthetic DEM was calculated using [73]

DEM(x, y) = 20× (3× (1− x)2 × e−x2−(y+1)2

−10× (x/5− x3 − y5) × e−x2−y2

−1/3× e−(x+1)2−y2) (30)

where x and y are 2-D space, and e is Euler’s number
(e = 2.7183). The visualization of the resulting synthetic
DEM with the underwater areas marked as 0 m are shown
in Fig. 2(a).
Two interferograms are generated using European Remote

Sensing satellite (ERS)-like parameters: 0.05666 m wave-
length, 19 degrees look angle to the first pixel, 830 km range
to the first pixel, and 80-m pixel resolution. The interferograms
are simulated for baselines of 100 m and 150 m. Noise levels
are calculated based only on the signal strength derived from
the DEM slope, and other noise sources such as atmosphere
are neglected. The resulting interferograms and coherence
values are shown in Fig. 3.
The unwrapping operation commenced at the highest-

quality pixel in the data set as a reference point, with the
assumption that the height of the reference pixel is zero. The
actual elevation of this point in the synthetic DEM is 16.52 m.
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Fig. 3. Synthetic interferograms generated using DEM shown in Fig. 2(a).
(a) Phase values of synthetic interferogram with 100-m baseline. (b) Phase
values of synthetic interferogram with 150-m baseline. (c) Coherence values
for 100-m interferogram. (d) Coherence values for 150-m interferogram.

The DEM calculated by EKF is shown in Fig. 2(b). EKF and
SNAPHU results for the synthetic data are very similar over
the island, though EKF result is slightly smoother [Fig. 2(b)
and (c)]. The 3-DMLE algorithm requires some information
about the entire imaged area, and as a coarse resolution DEM
is not made available to EKF and SNAPHU algorithms, two
different initializations are tested to generate the 3-DMLE
results: first assumption uses the mean and standard deviation
of the DEM to generate a normal distribution [Fig. 2(d)],
whereas the second assumption uses the minimum and max-
imum heights defining a uniform distribution [Fig. 2(e)].
The uniform distribution essentially uses only the informa-
tion available from the synthetic interferograms, whereas the
Gaussian distribution modifies the joint probability. Therefore,
the 3-DMLE algorithm with Gaussian distribution generates
values near the mean height (29.10 m) while the 3-DMLE
algorithm with uniform distribution generates values within
the entire range.

B. Envisat Data
The Envisat data consists of six interferograms generated

from ascending track 429, frame 27, with a look angle of 20°,
acquired between October 2003 and August 2009. Previous
studies show that there is deformation in some areas of
Istanbul, which will add additional noise to the topographic
signal measured over the six-year period [74], [75]. To
suppress the deformation signal, all selected interferograms
have short temporal baselines of 35 or 70 days. Temporal
and perpendicular baseline information for the interferograms
are shown in Fig. 4. To ensure that the interferograms are
stacked correctly, all of the images are resampled according
to a common resampling master. The image acquired on 21

Fig. 4. Plot of temporal versus perpendicular baselines for Envisat data over
Istanbul. Labels indicate dates of scenes in yymmdd format. Center of labels
mark their location on plot. Scene acquired on 070221 is resampling master,
indicated by box. Lines connect pairs of interferograms (line between 080521
and 080730 is not shown).

February 2007 was selected as the resampling master because
it minimizes the total temporal and spatial baseline separations
for interferograms.
The phase and coherence of the interferograms are shown

in Fig. 5(a) and (b). Interferograms are about 80× 80 km and
are sorted left-to-right in the order of perpendicular separation
(absolute perpendicular baseline). Coherence is generally high
over urban areas, however the northern part of the land
cover is heavily vegetated, resulting in low coherence. The
minimum perpendicular baseline to obtain a DEM accuracy
of 1 m is 60 m, to map a total height difference of 400 m
with an orbital accuracy of 15 cm RMS (4). Therefore,
the interferogram with the shortest perpendicular baseline,
080521–080730, is affected by a residual plane even though
Envisat DORIS precise orbits state vectors (DOR_VOR_AX)
are used [76], [77].
During small scale tests, filter stability emerged as an area of

concern, where certain patches could have large phase jumps
from their surroundings. To eliminate the divergence issue of
the filter, SRTM 3 arcsec data were used to initialize the filter.
As in Section III, when available the initial solution is used
to calculate initial values for the EKF state vector. The initial
SRTM 3 arcsec DEM, and EKF solution are shown in Fig. 6(a)
and (b). There is good overall agreement between the SRTM
DEM and the topography obtained by EKF. In Section V, we
show that EKF generates some significant improvements.
Conventional DEM generation relies on the unwrapping

of individual interferograms [70]. The SNAPHU unwrapping
algorithm [71], [72], [78], [79] was used to individually
unwrap the interferograms. In an effort to equalize the input
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(a)

(b)

(c)

Fig. 5. (a) Interferograms generated using Envisat ASAR data over Istanbul, Turkey, sorted in order of increasing absolute baseline. As baseline separation
increases more fringes become visible. Because of increased fringe rate 040616–040721 interferogram looks incoherent. (b) Coherence values for the
interferograms. Coherence image of 040616–040721 indicate similar quality to others. (c) Topographic heights obtained using conventional methods from
InSAR data. Unwrapping result for 080521–080730 interferogram is affected by large ramp, probably because of residual plane in wrapped interferogram.

Fig. 6. (a) SRTM 3 arcsec DEM resampled to radar coordinates. (b) Topog-
raphy obtained by EKF. (c) Topography obtained by weighted average of
SNAPHU results. (d) Topography obtained by 3-DMLE.

for both SNAPHU and EKF, the topographic phase signal
is calculated for each interferogram and specified as the
coarse unwrapped-phase estimate, whereas coherence is
given to specify correlation. Unwrapped phase values are
then processed further in DORIS interferometry software to
calculate height values [80]. The resulting height values are
further adjusted such that the reference point of EKF DEM
value is equal to the height value in SRTM DEM. The final
height values are shown in Fig. 5(c).
Weighted averaging of five out of the six interferograms

provided a comparable DEM using SNAPHU. The 080521-
080730 interferogram is omitted from the weighted average
because of the large ramp in the unwrapped result. The
topographic heights calculated from the interferograms are
averaged using ML Gaussian estimation [10], [41]

zML =
∑M

m=0 zm/σ 2
zm∑M

m=0 1/σ 2
zm

(31)

where zML is the ML height estimate, M is the num-
ber of interferograms, zm is the topographic height derived
from interferogram m, and σ 2

zm is the variance of height
measurement for interferogram m as defined in (19). The

resulting DEM closely matches the SRTM 3 arcsec DEM
[Fig. 6(c)].
Results from another 3-D algorithm, namely the 3-DMLE

are generated for comparison [13]. The 3-DMLE algorithm is
able to unwrap and fuse InSAR observations at the same time,
similar to EKF. In addition, it can also be initialized using
an existing DEM. The 3-DMLE algorithm can also work in a
geodetic coordinate system, utilizing geocoded interferograms,
however as the results presented in this paper are in radar
coordinates, the processing is kept in radar coordinates. The
3-DMLE algorithm requires the interferograms to have a
common reference point, and all orbital fringes must be
removed from the data. Therefore, similar to the analysis with
SNAPHU, the 080521–080730 interferogram is omitted for
3-DMLE analysis. The 3-DMLE algorithm works by finding
the height estimate with the highest probability in a given
search space. For this analysis, the search space is set to
cover a range of six standard deviations around the observed
height value of the input DEM. As in EKF, the standard
deviation of SRTM 3arcsec DEM for 3-DMLE is considered
as 10 m, thereby creating a 60 m wide search-space around
the observed value, at a resolution of 0.1 m. 2π aliased
probability distributions for each InSAR observation are
mapped to this domain depending on the observed phase
and coherence values. The results of the 3-DMLE algorithm
obtained over Istanbul are shown in Fig. 6(d).

C. TerraSAR-X Data

The X-band, repeat-pass interferometric data collected by
TerraSAR-X has some differences compared with the C-band
Envisat data. The 11-day repeat cycle of TerraSAR-X and its
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Fig. 7. Interferograms generated using TerraSAR-X data over Juarez-El Paso, sorted in order of increasing absolute baseline length. As baseline separation
increases more fringes become visible. 100130–100221 interferogram has temporal baseline of 22 days, resulting in lower coherence compared with
interferograms with 11 days baseline.

high-spatial resolution result in highly coherent interferograms
compared with Envisat interferograms with 35-day repeat
interval. High coherence values are also observed in wetlands
using TerraSAR-X imagery [81]. The TerraSAR-X data were
collected over Juarez-El Paso between 28 December 2009 and
25 July 2010 on ascending track in strip-map mode with a look
angle of 26.4°, with both azimuth and range pixel spacing of
∼ 1.8 m. For this analysis, we multilooked the interferograms
to ∼ 10×10 m square pixels. Among the 15 available scenes,
we selected four interferograms to test the generation of a
higher resolution DEM by combining a coarse resolution DEM
with higher resolution interferograms.
The selection criteria for the four pairs out of 15 scenes is

based on the orbital error and critical baseline. TerraSAR-X
orbits are thought to be precise to better than 3 cm rms based
on laser ranging measurements and the 3-D absolute orbit
accuracy is thought to be better than 10 cm [82]. If we assume
an orbital accuracy of 5 cm, and the requirement of a 1 m
baseline, mapping a height difference of 800 m will require
a minimum perpendicular separation of: (0.05/1) × 800 =
40 m. The critical perpendicular baseline for TerraSAR-X,
with the slope calculated using SRTM 3 arcsec DEM, is over
4 km. However, to simplify the unwrapping procedure over
mountainous terrain, we selected pairs with less than 200 m
perpendicular baseline. Table I shows the baseline information
for the pairs used in this analysis and Fig. 7 shows the
phase and coherence values of selected interferograms. Unlike
the Envisat data set, TerraSAR-X interferograms are not

TABLE I
BASELINE INFORMATION FOR TERRA SAR-X INTERFEROGRAMS

Master-Slave1 Temp.2Baseline Perp.3Baseline Par.4Baseline
[dates] [days] [m] [m]

100304-100221 -11 -60.7 -15.1

100108-091228 -11 -111.9 -39.6

100531-100520 -11 -140.0 -74.3

100130-100221 22 -151.0 -78.1
1 Master and slave dates are in yymmdd format.
2 Temporal
3 Perpendicular
4 Parallel

coregistered to a single master image. The precise science
orbits provided by DLR have a registration accuracy of
1 m [83]. This high level of orbit accuracy results in a
negligible 1/10 pixel coregistration error. Therefore, individual
interferograms are cropped to the same area based on coor-
dinates on the reference ellipsoid, instead of coregistering all
images to a single master.
The interferograms and coherence values are shown in

Fig. 7. For the Juarez-El Paso test site three DEMs are avail-
able: SRTM 3 arcsec, SRTM 1 arcsec, and NED 1/9 arcsec
DEM [84] [Fig. 8(a)–(c)].
Fig. 8(a) suggests that the SRTM 3 arcsec DEM actually

provides more detail than the SRTM 1 arcsec DEM over the
mountainous area to the west (Cerro Bola Mountains); the
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Fig. 8. Available DEMs and their differences for Juarez-El Paso test site.
DEMs are resampled in radar coordinates to same resolution as multilooked
interferogram. (a) SRTM 3 arcsec DEM. (b) SRTM 1 arcsec DEM. (c) NED
1/9 arcsec DEM. (d) SRTM 1 arcsec DEM subtracted from SRTM 3 arcsec.
(e) SRTM 1 arcsec subtracted from NED 1/9 arcsec. (f) SRTM 3 arcsec
subtracted from NED 1/9 arcsec. Area outlined in white in Fig. 8(d) indicates
problematic area.

(a) (b) (c)

Fig. 9. DEMs generated over Juarez-El Paso. (a) Topography obtained by
EKF. (b) Topography obtained by weighted average of SNAPHU results.
(c) Topography obtained by 3-DMLE.

reason for this is unclear. Considering the difference between
SRTM 1 arcsec and SRTM 3 arcsec DEMs reveals that the
data are identical for most of the area except for the Cerro
Bola mountains. The residuals between DEMs are shown in
Fig. 8(d)–(f). Because of the smaller residuals between SRTM
3 arcsec and NED 1/9 arcsec DEMs, SRTM 3 arcsec data set
is used as an initial solution for EKF and SNAPHU. The NED
1/9 arcsec DEM is used as a benchmark. EKF, SNAPHU and
3-DMLE results are obtained as described in Section IV-B
(Fig. 9).

V. DISCUSSION

Over the past decade, the SRTM provided a DEM at
resolutions of 3 and 1 arcsec for many parts of the world [41],
[85]. The advanced spaceborne thermal emission and reflection
radiometer (ASTER) global DEM mission provided worldwide
coverage at a resolution of 1 arcsec, however ASTER GDEM

is adversely affected by processing artifacts in the mosaicking
step [86], [87]. The TanDEM-X mission will soon be able to
generate DEMs with global coverage at resolutions at or above
1/3 arcsec [13], [88]. Although availability of high resolution
DEMs increases over time, there is still a need to solve for
the topographic signal in InSAR data, especially when high
resolution DEMs are not available, bare-earth DEMs are not
suitable for the application, or if the landscape has changed
since the DEM was generated, e.g., active volcanoes.
Comparison of DEMs can be done by analyzing residuals

and misfits. Residuals are obtained by differencing a given
DEM from a benchmark DEM or differencing the topographic
signal of the obtained DEM from the interferogram. Residuals
can be negative or positive, and are not weighted. Misfit, on
the other hand, is weighted by the expected error, and is only a
scalar measure of agreement between two observations. Misfit
can be calculated as

χ =
√〈 [ẑ − z]2

σ 2
z

〉
(32)

where χ is the misfit, 〈.〉 is the average, ẑ is the solution, z
is the known DEM, and σ 2

z is the expected variance of height
values defined in (19). Because the units for the numerator
and denominator in (32) are the same, the reported misfit
values are unitless, and are ratios of obtained and expected
variance at each point. The following sections discuss misfits
corresponding to synthetic, Envisat and TerraSAR-X data
sets.

A. Synthetic Data
In path-following unwrapping, large errors accumulated in

an area can indicate error propagation issues. Additional trends
or divergence in the results would indicate errors in the state-
space model. Misfit values for the synthetic data are shown in
Fig. 10.
Misfit maps in Fig. 10 show that the EKF and SNAPHU

solutions are accurate over the coherent area. The small (3×5)
incoherent area in the middle of the test DEM does not show
a large misfit, indicating that the EKF is able to deal with
small noisy patches surrounded by high-quality points. The
3-DMLE results have higher levels of misfits with both the
Gaussian and uniform distributions. The location of the larger
misfits change however, from higher altitudes in Gaussian
solution to lower altitudes in uniform distribution. This is
related to the joint height ambiguity of the two interferograms.
The two synthetic interferograms have perpendicular baselines
of 100 and 150 m, corresponding to 76.66 and 51.22 m
height ambiguities. Therefore, the joint height ambiguity is
at 153.65 m. As the maximum topography in this exam-
ple is around 165 m, the height values are wrapped and
3-DMLE cannot solve the ambiguity. The phase ambiguity
in the 3-DMLE results is visible in Fig. 10(c) and (d),
where the misfit changes rapidly from low (< 1) to high
(> 3). Even though the joint ambiguity is 153.65 m, there
will be phase discontinuities of smaller intervals because of
random gaussian geometric decorrelation. For a coherence
value of 0.5, there can be a noise of up to 16 and 11 m,
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(a) (b)

(c) (d)

Fig. 10. Misfits for the synthetic DEM. Color-scale is adjusted to show
errors in coherent area (inside white curve). (a) EKF result over theoretical
water area (outside white curve) diverges quickly as model does not fit to
noise. (b) SNAPHU result has similar misfit to EKF. (c) Misfit for 3-DMLE
with Gaussian assumption is uniform over low-coherence area, and has large
misfit at high altitudes. (d) 3-DMLE with uniform assumption results in large
misfits at low altitudes.

respectively, for B⊥ = 100 m and B⊥ = 150 m baseline
interferograms. For example in the uniform approach, the
3-DMLE result has a solution domain between 0 and 165 m,
and the ambiguous probability functions of each interferogram
repeats at 76.66 and 51.22 m intervals. Therefore, there are
about two (165/76.66) and three (165/51.22) peaks for the
respective interferograms. Different additive noise in each
interferogram can move the highest probability peak between
the two peaks of the 100 m interferogram. This unstable
behavior of 3-DMLE with a small number of interferograms
is also observed in [13].
Different smoothnesses of EKF, SNAPHU, and 3-DMLE

solutions to the synthetic data indicate different error suppres-
sion characteristics. For example, the smoother EKF results
might be averaging out errors to larger areas, whereas the
3-DMLE solution may result in single pixels with large
errors. This behavior can be analyzed by looking at the
residuals. Fig. 11 shows the residuals from interferograms,
after removing the topographic signal calculated from esti-
mated topography. If the methods estimated the topography
correctly, then no large residual signal should be apparent in
the resulting image. Lack of fringes in Fig. 11 for EKF and
SNAPHU results indicate that both methods indeed solved the
topography correctly. The 3-DMLE-Gaussian residual show
the ambiguity reversals in color change from blue to red. The
3-DMLE-Uniform method does not show large residuals for
the B⊥ = 150 m interferogram but shows large residuals for
the B⊥ = 100 m interferogram.

Fig. 11. Residuals for 100 and 150 m synthetic interferograms calculated
by removing topographic signal based on EKF, SNAPHU, and 3-DMLE
solutions. Large residuals for 3-DMLE.

Fig. 12. Residual and misfit for EKF and 3-DMLE on Envisat data set.
(a) Differences between EKF DEM and SRTM DEM. (b) Misfit for EKF
DEM calculated based on expected error. (c) Differences between 3-DMLE
DEM and SRTM DEM. (d) Misfit for 3-DMLE DEM.

B. Envisat Data
The residuals for the Istanbul-Envisat data confirm that

the Kalman filter updates the topographic information where
coherent interferometric observations are available, mostly in
the coastal areas and especially along the southern coastline.
The differences between the SRTM DEM and calculated
topography are generally below ±12 m, close to the verti-
cal accuracy of SRTM 3 arcsec data [89], [90]. There are
some areas with larger differences. The expected disagree-
ment between the obtained DEM and the SRTM DEM can
be calculated as

√
σ 2
SRTM + σ 2

z . We consider the σSRTM as
±10 m and the σz is again the expected variance of height
values calculated based on the mean expected phase noise
in the interferograms and height-to-phase conversion factor.
The differences between the SRTM 3 arcsec DEM and the
calculated DEM is shown in Fig. 12(a) and (b) along with the
misfit calculated according to (32).
The residuals for the SNAPHU DEM have an east-west

trend. This trend is calculated and subsequently removed by
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fitting a 2-D first-order polynomial to the residual. Even after
detrending, the residuals for the SNAPHU DEM are larger
than for those of the DEM obtained by Kalman filtering. The
areas with large misfit values (> 1.0) are likely because of
unwrapping errors. Fig. 13 shows the residuals, detrended
residuals, and misfit values for the detrended residuals of
SNAPHU solution. The residual and misfit calculated from
3-DMLE algorithm are shown in Fig. 12(c) and (d). Speckle-
like characteristics of the residuals in Fig. 12(c) (i.e., changes
in residuals from −30 to +30 in neighboring pixels) in
comparison with EKF results [Fig. 12(a)] indicate better noise
suppression for EKF.
By comparing the misfits shown in Figs. 12(b) and 13(c)

it is evident that the Kalman filter was able to combine
information from the SRTM DEM and Envisat interferograms
without adversely affecting the quality of the final product.
The difference in the misfit values are likely because of
algorithmic differences between the SNAPHU and EKF. First,
SNAPHU unwraps one interferogram at a time, whereas
EKF solves all available interferograms at the same time.
Second, SNAPHU unwraps by only adding or subtracting 2π
to the data, whereas EKF filters out the noise. Third, even
though both SNAPHU and EKF were initialized with the
SRTM 3 arcsec DEM, SNAPHU returns a single unwrapped
interferogram while EKF returns a DEM improved by the data
in all interferograms. Because of these differences, we could
not use the interferogram 080521–080730 in the SNAPHU
solution, which had an orbital plane. Looking at the resid-
uals between the SNAPHU-unwrapped interferograms and
the input interferograms would return zero residuals, because
SNAPHU only adds ±2π to the data. However, analyzing
the residuals between the topographic signal present in the
interferogram and the DEMs calculated by SNAPHU or EKF
can indicate which DEM returns fewer fringes, thus indicating
a better fit to the input DEMs. The residual fringes are shown
in Fig. 14. Residuals for 080521–080730 interferogram are
very similar, despite serving as input for EKF but not for
SNAPHU or 3-DMLE. This suggests that EKF is able to
separate the orbital effects from the DEM and is not adversely
affected by the orbital errors. For all other interferograms, EKF
results have fewer residual fringes; this is especially visible
in interferograms 041103–050112 and 090715–090819. The
interferogram 040616–040721 has the largest perpendicular
baseline, and therefore the most detailed topographic signal;
again, EKF residuals are significantly smaller than the SNA-
PHU DEM. Comparing EKF and 3-DMLE in Fig. 14 shows
similar residual phase patterns. EKF residuals are sharper
because of better noise suppression. The residuals for 040616–
040721 interferogram obtained from the 3-DMLE algorithm
are very low indicating a very good fit to the signal in that
interferogram. These results show that 3-DMLE and EKF
provide similar results in terms of minimizing phase residuals
for this analysis.

C. TerraSAR-X Data

For the TerraSAR-X data over Juarez-El Paso, the NED
1/9 arcsec DEM is used as benchmark, or ground truth.

Fig. 13. Residual and misfit values for SNAPHU DEM. (a) Differences
between calculated DEM and SRTM DEM. (b) Differences between detrended
DEM and SRTM DEM. (c) Misfit calculated based on expected error using
detrended DEM.

The NED 1/9 arcsec DEM provides bare-earth elevations,
whereas the InSAR measurements are reflected from the upper
layers of vegetation canopy or the top of buildings. Therefore,
even though the NED 1/9 arcsec DEM is accurate to < 10 cm
in vertical, some misfit is expected [84]. Comparison of SRTM
3 arcsec DEM with NED 1/9 arcsec DEM indicates an
rms difference of 7.5 m. The obtained rms height error in
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Fig. 14. Residual phase of interferograms for DEMs obtained by EKF, SNAPHU, and 3-DMLE. Top row: residuals for EKF. Middle row: residuals for
SNAPHU. Bottom row: residuals for 3DMLE. Spatially correlated phase residuals: correlated DEM error.

Fig. 15. Residual and misfit values for Juarez-El Paso, in comparison
with NED 1/9 arcsec DEM as benchmark. (a) Residual height values for
EKF DEM. (b) Residual height values for SNAPHU DEM. (c) Residual
height values for 3-DMLE DEM. (d) Misfit for EKF DEM. (e) Misfit for
SNAPHU DEM. (f) Misfit for 3-DMLE DEM. Linear errors are evident in
EKF result as shown inside white box in (a). In (b), dashed white lines
highlight mountainous areas to north and west.

comparison with the NED 1/9 arcsec DEM for 3-DMLE is
18.0, SNAPHU is 10.6, and 9.7 m for EKF. The increased
rms error for all results is likely because of the difference
between bare-earth elevations and InSAR-derived topography.
Residuals and misfit values for EKF, SNAPHU and 3-DMLE
DEMs are shown in Fig. 15 and Table II. Misfits shown

in Table II for EKF indicate 8%−18% improvement with
respect to SNAPHU. EKF results are in better agreement
over the mountainous areas even though some linear error
features are evident because of error propagation. Although
the correlated misfits indicate differences between the bare-
earth NED 1/9 arcsec DEM with the InSAR derived topog-
raphy, uncorrelated misfits indicate the characteristic differ-
ences between SNAPHU and EKF methods. The area of
disagreement is quite different for SNAPHU and EKF results.
The characteristic differences between the SNAPHU and EKF
methods mainly arise from the treatment of error in the DEM
generation procedure. SNAPHU-unwrapped solutions are fit
to each individual interferogram before weighted averaging,
whereas EKF results are fit to the complete 3-D data set,
with heavier weighting on the interferograms with longer
perpendicular baselines. In addition, EKF is designed for a
smooth solution because of the requirement of continuous
phase slope in the prediction equations, whereas the network-
based unwrapping utilized in SNAPHU handles discontinuities
very well. The 3-DMLE algorithm is not able to resolve the 2π
ambiguity correctly, and therefore has banding effects shown
in Fig. 15(c)–(f). It is likely that the 3-DMLE algorithm would
have done better with additional data, however, for the given
data set it results in large residuals. In addition, the 3-DMLE
algorithm applied to the data in this paper works on individual
points and does not provide any constraint on congruence of
neighboring values. A modified 3-DMLE algorithm that can
be applied to arcs instead of points would perhaps provide a
better result.
Limiting the comparison only to mountainous areas, we

obtain larger differences as shown in Table II. Results indi-
cate that even though EKF may propagate errors along the
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TABLE II
DEM RESIDUALS AND MISFITS BASED ON NED 1/9 ARCSEC FOR JUAREZ-EL PASO

Area Residual [m] Misfit n.a.1

EKF SNAPHU 3-DMLE EKF SNAPHU 3-DMLE
Complete study area 9.7 10.6 18.0 1.2 1.3 2.2

Western Mountains (Cerro Bola) 14.9 17.4 20.6 2.1 2.4 2.8
Northern Mountains (Franklin) 18.0 22.7 22.4 2.3 2.8 2.8

1 Misfit is unitless.

Fig. 16. Histograms of residual phase after removal of topographic signal.
Each row indicates a different interferogram while each column represents
different DEM. RMS phase values are presented next to each histogram. Green
solid line marks highest peak and red dashed line marks the lowest tail.

unwrapping path, over mountainous areas it achieves lower
rms values compared with the conventional algorithm based
on SNAPHU. Both western (Cerro Bola Mt.) and northern
(Franklin Mt.) mountainous areas are highlighted with a white
dashed line in Fig. 15(b).
Another measure of DEM quality comes from the agree-

ment between the calculated DEM and wrapped topographic
signal in the interferograms. The main goal of this analysis
is to obtain the DEM that corresponds to the topographic
signal in the interferograms. When deformation, atmosphere
and other noise sources are ignored, the residuals between
the interferogram and the topographic signal should form a
Gaussian distribution, where the mean value is a residual
phase constant, and the width of the curve represents the
goodness of fit. The histograms for the residual phase values
are shown in Fig. 16. All histograms are shifted to have
zero mean by removing the residual phase constant. Plotted
histograms indicate that both the SNAPHU and EKF DEMs
are better fits to the interferograms than NED 1/9 arcsec or
SRTM 3 arcsec DEMs. By design, EKF gives more weight to
interferograms with longer baselines, and higher coherence.
This is evident in Fig. 16, where SNAPHU achieves better
fit for the short baseline interferogram (100304–100221) and
the long temporal baseline (lower coherence) interferogram
(100130–100221). For the other two interferograms with high
coherence, EKF performs better. The solid green line in Fig. 16

marks the top of the highest Gaussian, indicating the level
of best fit among the data sets, whereas the dashed red line
marks the lowest part of the tail, indicating the noise-floor. For
the noise floor values, SNAPHU performs better in all cases
except the 100531–100520 interferogram. EKF has the lowest
noise floor value for 100531–100520 interferogram, which has
the highest weighting in EKF, because of its high coherence
and long perpendicular baseline. The histograms for residual
phase distributions for 3-DMLE show uniform distribution,
indicating large residuals.

VI. CONCLUSION

In this paper, a novel 3-D unwrapping algorithm was
developed and tested for generating DEMs from 3-D InSAR
data. The new algorithm is based on extended Kalman filtering
and combines phase filtering, unwrapping, and topography
calculation in a single operation. Analysis of a synthetic data
set showed stable filter characteristics over smooth terrain.
The comparison of the DEMs over Istanbul, obtained by EKF,
SNAPHU, and 3-DMLE showed that the path-following EKF
can correctly unwrap disconnected patches of coherent areas,
as long as an initial estimate is provided. The results obtained
over Juarez-El Paso using TerraSAR-X data indicated that
EKF algorithm can indeed improve the vertical accuracy of an
input DEM to better fit topographic signal in InSAR images.

APPENDIX
SMOOTH SURFACE ASSUMPTION

We assume that topography is a smooth surface that can
be defined as a continuously differentiable scalar field. Any
scalar field has an irrotational gradient field, which is often
shown with the identity

∇ × ∇z = 0 (A1)

where ∇× is curl, ∇ is the gradient operation and z is
topography. Even though there are discontinuities present in
the Earth’s topography, for many phase unwrapping algorithms
path independence of the solution is enforced by the same
identity, based on the idea that the gradients of interferometric
phase are equal to their unwrapped counterparts [3], [42].
Any point on a continuously differentiable scalar field can be
defined using multivariate Taylor’s expansion. The first-order
approximation using Taylor’s expansion with two variables is

z(x, y) = z(x0, y0) + (x − x0)
∂z(x0, y0)

∂x

+(y − y0)
∂z(x0, y0)

∂y
(A2)
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where z is topography defined over 2-D space (x, y), ∂z/∂x
is the partial derivative of topography for the 1-D (x), and
subscript 0 is used to indicate the coordinates of the reference
point. We use this approximation to initialize the Kalman filter.
The predicted topography value using this first-order Taylor’s
expansion will be wrong over discontinuities, or over areas
where interferograms do not define a surface (low-coherence
areas, i.e., water). This is why we delay the unwrapping of
such areas to the end of the unwrapping operation based on
Fisher’s Distance.
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