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Nucleophilic attack at an α,β-unsaturated carbonyl moiety
usually results in conjugate addition at the β-carbon atom
(1,4 or Michael addition) or, occasionally, in addition at the
carbonyl carbon atom (1,2 addition). Recently, however, ad-
dition at the α-carbon atom has been observed when strongly
electron-withdrawing groups are positioned at the carbon
atom β relative to the carbonyl group [e.g., methyl 3,3-bis(tri-
fluoromethyl)propenoate (8) and ethyl 3-(2,4-dinitro-
phenyl)propenoate (24)]. We have performed theoretical cal-
culations [HF/6−31+G(d) and B3LYP//HF/6−31+G(d)] for the
addition of cyanide anion to model α,β-unsaturated carbonyl
compounds to determine trends in the regioselectivity with

Introduction

Nucleophilic addition to an α,β-conjugated carbonyl
moiety is among the most useful organic reactions and has
a long history of study and use. Most often addition is at
Cβ, in a reaction termed Michael, conjugate, or 1,4 ad-
dition.[1] In some circumstances, addition at the carbonyl
carbon atom occurs, i.e., 1,2 addition. Both of these pro-
cesses have been studied theoretically[2�10] as well as exper-
imentally.[1] The regioselectivity has been shown to be under
frontier control[11,12] in the former case and under charge
control in the latter.[2] Recently, reverse addition of nucleo-
philes (at Cα) to α,β-unsaturated carbonyl compounds pos-
sessing strongly electron-withdrawing groups (EWGs) at Cβ

has been reported.[13,14] This process can be understood as
a competition between EWGs on either side of the activated
double bond. For example, reactions of dimethylamine or
methanol with methyl 3,3-bis(trifluoromethyl)propenoate
(8) give the corresponding α-adducts,[13] as do additions of
thiols to 2,4-dinitro- (e.g., 24) and 2,4,6-trinitrocinnam-
ates.[14] Phosphane-catalyzed reaction of nitrogen nucleo-
philes with 2-alkynoates redirects the regioselectivity of ad-
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respect to properties of the substituents. The difference be-
tween the reaction barriers for α- vs. β-addition decreases as
the strength of electron-withdrawing groups increases until,
for sufficiently strong electron-withdrawing groups, α-addi-
tion becomes favored. The calculations are in agreement
with the experimental results. We show that the regioselec-
tivity can be predicted from partial atomic charges and prop-
erties of the frontier orbitals of the reactants. We also report
new experimental evidence of α-addition to polysubstituted
cinnamates and cinnamaldehydes.
( Wiley-VCH Verlag GmbH & Co. KGaA, 69451 Weinheim,
Germany, 2004)

dition of a nucleophile from the classical β-addition to an
α-addition mode.[15] We refer to reactions such as these as
α-additions.

In this article, we report theoretical calculations on reac-
tants, transition states, intermediates, and products for α-
and β-addition to a series of model compounds. We also
report new experimental evidence for α-additions that is in
agreement with the results of calculations. Our purposes are
to predict when α-addition will occur, to determine whether
the reported cases of α-addition reflect regular trends with
respect to properties of substituents attached to Cβ, and to
determine factors controlling the regioselectivity.

Research Design and Assumptions

Calculations: We investigated the effect of the EWGs F,
CF3, CHO, and NO2 on the energies of transition states
and intermediates for α- and β-addition. The EWGs were
positioned either directly on Cβ or on a vinyl group or a
phenyl ring attached to Cβ. The list of compounds studied
is given in Table 1. The models were chosen to assess meth-
odically the influence of separation between the electron-
withdrawing group and Cβ. Compounds 1�10 are propen-
als and methyl propenoates, 11�16 are pentadienals and
methyl pentadienoates, and 17�22 are cinnamaldehydes.

We expect the nucleophilic addition step to be rate-de-
termining. Therefore, we calculated the conformations and
energies of the transition states dividing reactants from in-
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Table 1. Differences (kcal/mol) between energiesa of transition states (∆ETS � ΕTS
α � ETS

β ), intermediates (∆EI � EI
α � EI

β), and products
(∆EP � EP

α � EP
β) for α- vs. β-addition in the gas and solution phases;b R, R1, and R2 are defined in Scheme 1

a Calculations were conducted at the B3LYP//HF/6�31�G(d) level for ∆ETS and ∆EI and at the B3LYP/6�31G(d) level for ∆EP.
b Solution calculations were conducted for gas-phase-optimized geometries and used the PCM method with a dielectric constant of 7.58,
which is representative of THF. Solution free energies are given. c See ref.[22]

Scheme 1. Reactants, intermediates, and products for α- and β-
addition reactions for which calculations were performed; com-
pounds are defined in Table 1

termediates (Scheme 1). For comparison, we also per-
formed calculations on reactants, intermediates, and selec-
ted overall products. For simplicity, we focused exclusively
on all-trans reactants and the most closely related transition
states and intermediates. We examined addition only at the
α- and β-carbon atoms, and not at γ-, δ-, or carbonyl car-
bon atoms, even when such addition might be expected.
This approach was taken because our goal is to establish
trends in the relative likelihood of α- and β-addition, es-
pecially for the cinnamaldehydes.

We chose cyanide anion as the nucleophile for the model
reactions. Previous research[2] on 1,4- and 1,2-addition to
acrolein used this nucleophile, providing a point of com-

 2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.eurjoc.org Eur. J. Org. Chem. 2004, 313�322314

parison, and its small size limits the number of confor-
mations to be considered. A general reaction scheme show-
ing reactants, intermediates (A and C), and products (B and
D) for both α- and β-addition is depicted in Scheme 1. Our
general expectation is that an EWG will stabilize the nega-
tive charge at Cβ for the intermediate for α-addition (C) and
also, although to a lesser extent, stabilize the corresponding
transition state. An example reaction profile calculated for
acrolein (1) is shown in Figure 1. Reactants correspond to
the central well, and α- and β-additions proceed to the left
and right, respectively.

The reactants are probably ion�dipole complexes and
have been studied theoretically for a few β-addition reac-
tions.[2] Determining barrier heights to reactions would re-
quire an extensive conformational search for the lowest-en-
ergy ion�dipole complex for each model compound, which
is a daunting task. This effort is not necessary if we make
the assumption that the reactants are the same or very simi-
lar for both addition reactions. In that case, the relative fav-
orability of α- vs. β-addition will depend primarily on the
difference between the energies of the transition states for
α- and β-addition (if the reaction is under kinetic control)
or between the energies of the corresponding products (in
the case of thermodynamic control). When we performed
calculations on reactants, we assumed the molecules to be
at infinite separation.
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Figure 1. Reaction profile for α- (to left) and β- (to right) addition
of cyanide to 1 in solution (Table 1); reactants correspond to the
central well; solid curves are used where energies of stationary
points have been calculated [B3LYP//HF/6�31�G(d)]; dashed
curves are schematic; energies are relative to EP

β, which is set to
zero; R, TS, I, and P represent reactants, transition state, intermedi-
ate, and product, respectively; subscripts denote α- or β-addition;
for consistency, energies include a cyanide anion and a THF mol-
ecule with the reactants, a protonated THF molecule with the tran-
sition states and intermediates, and a THF molecule with the prod-
ucts

Synthetic Experiments: A few reactions yielding α-ad-
dition have been reported previously.[13,14] In addition, we
performed reactions of cinnamic aldehyde 22 and ester 25
with propanethiol. These reactions gave the α-addition
products 26 and 27, respectively (see Scheme 2 and Exp.
Sect.), which confirms the predictions made based on the
calculations reported below.

Scheme 2. Michael additions to cinnamic esters and aldehydes for
which experimental data are reported here or in the literature; ad-
dition of PrSH to compounds 22 and 25 gives α-adducts 26 and
27, respectively, as described in the Exp. Sect.; our theoretical cal-
culations confirm that 22 favors α-addition; the α-addition of PrSH
to 24 and the β-addition to 23 are described in ref.[14]

Computational Methods

Calculations were performed using the GAUSSIAN98
program package.[17] Transition states and intermediates
were treated with the HF/6�31�G(d) and B3LYP//HF/
6�31�G(d) levels of theory. Diffuse functions were omitted
for the products because they are neutral species. All
stationary points (reactants, intermediates, products, and
transition states) were fully optimized. Frequency calcu-

Eur. J. Org. Chem. 2004, 313�322 www.eurjoc.org  2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 315

lations confirmed that all transition states had precisely one
imaginary frequency.

Solvated calculations used the continuum dielectric
method PCM[16] with UAHF parameterization and a di-
electric constant of 7.58, which is representative of THF.[18]

Energies given are solution free energies and were evaluated
at gas-phase-optimized geometries. Tests using other solv-
ation methods, higher levels of theory, and solution-phase
optimization indicated that this method is sufficiently accu-
rate (see Results).

Results

Table 1 presents differences between energies of tran-
sition states (∆ETS), of intermediates (∆EI), and of selected
products (∆EP) for α- vs. β-addition, where ETS

α , EI
α, and

EP
α are the energies of the transition states, intermediates,

and products, respectively, for α-addition, and ETS
β , EI

β, and
EP

β are the corresponding quantities for β-addition.

∆ETS � ETS
α � ETS

β (1)

∆EI � EI
α � EI

β (2)

∆EP � EP
α � EP

β (3)

Under the assumption that reactants are essentially the
same for both addition reactions, ∆ETS is equivalent to the
difference between the activation energies, where Ea,α,and
Ea,β are the activation energies for α- and β-addition,
respectively, and ER is the reactants’ energy.

Ea,α � ETS
α � ER, Ea,β � ETS

β � ER (4)

Ea,α � Ea,β � ∆ETS (5)

Likewise, ∆EP represents the difference between the over-
all heats of reaction of α- and β-addition, and ∆EI rep-
resents the difference between the heats of reaction for the
initial step only. The sign of ∆ETS indicates which of the
reactions is kinetically favored (positive for β-addition,
negative for α-addition), and the sign of ∆EP indicates
which of the reactions is thermodynamically favored. As
Table 1 demonstrates, trends in ∆EI parallel those in ∆ETS.
This finding can be useful because ∆EI is generally easier
to compute.

Gas-phase and solution-phase values for ∆ETS, ∆EI, and
∆EP are given in Table 1. The solution-phase values were
calculated at gas-phase-optimized geometries. When needed
for clarity, we indicate the phase in parentheses, e.g.,
ETS(gas) or ETS(soln.). For 1 and 11, ∆EI(soln.) and ∆ETS-
(soln.) were calculated at solution-phase- as well as gas-
phase-optimized geometries. These values are given in
Table 2. Optimizing in solution changes the values of ∆EI

and ∆ETS by 1.5 and 2.9 kcal/mol, respectively, or less.
These changes are reasonably small relative to the range of
values for ∆EI and ∆ETS in Table 1. Solution-phase optim-
ization is much more expensive, particularly for the larger
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models, and, furthermore, full equilibrium solvation of
transition states is not justified on theoretical grounds.[19]

For these reasons, all energies in solution are at gas-phase-
optimized geometries, except for the examples mentioned
above.

Table 2. Solution-phase energy differencesa,b (kcal/mol) for geo-
metries optimized in the gas phase (conf. 1) or solution phase
(conf. 2)

a The calculations were conducted at the HF/6�31�G(d) level.
b For 11, solution-phase optimizations for ∆EI

β and ∆ΕTS
α did not

quite converge, but oscillated within a range of 0.006 kcal/mol.

In Table 3 we compare the values of ∆ETS and ∆EP with
the zero-point-corrected values (∆ETS

�ZPE and ∆EP
�ZPE) for

selected compounds 1, 9, 11, 14, and 16. The zero-point
corrections for α- and β-addition nearly cancel. For these
compounds, the difference between the corrected and un-
corrected energies lies in the range 0.2�0.9 kcal/mol for
transition states and 0.0�0.3 kcal/mol for products. The av-
erage unsigned zero-point correction to ∆ETS over all com-
pounds 1�22 is 0.4 kcal/mol. Since these corrections are
small relative to the range in values of ∆ETS and ∆EP listed
in Table 1, we use the uncorrected values for the rest of
our analyses.

Table 3. Gas-phase values of ∆ETS and ∆EP (kcal/mol) calculated
with and without the zero-point energy [B3LYP//HF/6�31�G(d)]

To document the accuracy of the calculations, we com-
pared values of ∆EI and ∆ETS at the HF/6�31�G(d) and
B3LYP//HF/6�31�G(d) levels of theory. We define the dif-
ference between values calculated with the two methods as
∆∆ETS and ∆∆EI, i.e.:

∆∆ETS � ∆ETS(HF) � ∆ETS(B3LYP) (6)

where the level of theory is indicated in parentheses; ∆∆EI

is defined analogously. Values of ∆∆ETS and ∆∆EI are given
in Table 4. For comparison, we also calculated differences
in the activation energies using the two methods, i.e., for
α-addition:

∆Ea,α � Ea,α(HF) � Ea,α(B3LYP) (7)

 2004 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.eurjoc.org Eur. J. Org. Chem. 2004, 313�322316

Table 4. Differences between HF/6�31�G(d) and B3LYP//HF/
6�31�G(d) energies (kcal/mol)

a Averages are of unsigned quantities.

The quantity ∆Ea,β for β-addition is defined analogously.
The average unsigned values of ∆∆ETS and ∆∆EI are 2.07
and 2.12 kcal/mol, respectively. These values are relatively
small when compared to the range of values of ∆ETS and
∆EI listed in Table 1. The values of ∆Ea,α and ∆Ea,β are
somewhat larger, in the range 9�17 kcal/mol. We can
understand these data in terms of cancellation of error. The
similarity of the transition states for α- and β-addition
causes errors due to neglect of electron correlation to larg-
ely cancel in ∆ETS. For analogous reasons, errors also can-
cel in ∆EI. On the other hand, Ea,α (or Ea,β) represents the
energy difference between species having different kinds and
numbers of bonds (reactants vs. transition states), and so
we would not expect errors to cancel to as great an extent.
Cancellation of error is well known and, in fact, sought
after in quantum chemistry. For example, heats of reaction
calculated at a given level of theory are most accurate for
isodesmic reactions, whose reactants and products have the
same kinds and numbers of bonds (as do the α- and β-
addition transition states discussed here).[19]

We also calculated values of ∆EI and ∆ETS for 6 and
11 at the B3LYP/6�31�G(d) level. On average, the values
increased by 1.90 and 1.85 kcal/mol, respectively, relative to
the values listed in Table 1. These are relatively small
changes when compared to the range of values listed in
Table 1. For these reasons, the levels of theory chosen here
are sufficiently accurate to evaluate the trends in reactivity
that are of interest to us.

We also evaluated the quality of the calculations by ex-
amining transition state geometries. The most important
distances and angles are defined in Figure 2. In Figure 2
and in the following discussion, CC and CN represent the
carbonyl carbon and the carbon of the attacking nucleo-
phile, respectively. Values of the distances and angles are
given in Table 5 for the subset of compounds used to com-
pare the levels of theory (vide supra). The stereoelectronic
requirements for Michael addition include a CNCβCα attack
angle, θ, of 100�110° (the ‘‘Burgi�Dunitz attack angle’’[21])
and a CNCβCαCC torsional angle, ϕ, of ca. 90°. In our cal-
culations on β-addition, the value of θ for the transition
state varies between 107 and 120°. This range is slightly
larger than the ideal Burgi�Dunitz attack angle, but values
slightly larger than 110° have been obtained before in theor-
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etical calculations.[2] The values of ϕ for β-addition are qu-
ite close to 90° (only the magnitude matters). Similar values
are obtained for transition states for α-addition when θ and
ϕ are defined analogously as per Figure 2. We conclude that
our transition state geometries are consistent with the stere-
oelectronic requirements for Michael addition.

Figure 2. Definitions of geometrical data for (a) α-addition and (b)
β-addition; in (a), ϕ is the CN�Cα�Cβ�R torsion angle; in (b), ϕ
is the CN�Cβ�Cα�CC torsion angle

Table 5. Geometric data,a defined in Figure 2, for transition states
for α- and β-addition

a Distances are in Angstroms, and angles are in degrees.

We also evaluated the relationship between the length of
the partially formed carbon�carbon bond in the transition
state, RCC, and the heat of reaction for creation of the inter-
mediate, where ∆RH1 is the heat of reaction for the first
step of the addition reaction (either α or β).

∆RH1 � EI � ER (8)

Our choice of reactants (at infinite separation, rather
than an ion�dipole complex) shifts all heats of reaction by
some approximately constant amount, but still reveals
trends with respect to relative exothermicity. In Figure 3,
RCC is plotted vs. ∆RH1 for α- and β-addition, in both the
gas and solution phases. We see that RCC is inversely related
to the exothermicity, which is consistent with the Ham-
mond postulate.[21] The greater scatter in the solution-phase
data may be due to the geometries having been optimized
in the gas phase. The α-additions exhibit greater variation
than the β-additions in values of both ∆RH1 and RCC,
which indicates that the α-additions are more sensitive to
the nature of the EWG attached to Cβ.

Discussion

Table 1 shows a clear trend for values of ∆ETS, ∆EI, and
∆EP decreasing as the strength of the EWG increases (NO2
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Figure 3. Length (RCC) of partially formed C�C bond vs. heat of
reaction for the first step of reaction, which here is approximated
as ∆RH1 � EI � ER, where ER is the energy of the isolated reac-
tants; the solid squares and heavy solid line represent gas-phase α-
addition; the open squares and light solid line represent solution-
phase α-addition; the plusses and heavy dashed line represent gas-
phase β-addition; and the crosses and light dashed line represent
solution-phase β-addition

� CHO � CF3 � F). The trend is more pronounced for
∆ETS and ∆EI than for ∆EP. We believe that this finding
occurs because the transition states and intermediates carry
a charge, and ∆ETS and ∆EI reflect the preference for local-
ization of the charge on the Cα or the Cβ side. For the pro-
penals 1, 3, 5�7, and 9, both ∆ETS and ∆EP change sign as
the strength of the electron-withdrawing group increases,
which suggests a change in the regioselectivity from β- to
α-addition. The magnitudes of ∆EP, however, are small rela-
tive to the uncertainties in the calculated values, and cannot
be considered a conclusive measure of the relative thermo-
dynamic favorability of α- vs. β-addition. For the pentadien-
als and cinnamaldehydes, all of the calculated ∆EP values
are positive. Furthermore, the effect of the EWGs on ∆EP

decreases with respect to the number of bonds in the conju-
gated system that separate the EWG from the β-carbon
atom. The nitro group decreases ∆EP(gas) for 9 relative to
1 by 5.5 kcal/mol, for 16 relative to 11 by 0.8 kcal/mol, and
for 20 relative to 17 by only 0.4 kcal/mol. Thus, the value of
∆EP does not appear to explain why α-addition is observed
experimentally for some polysubstituted cinnamates and
cinnamaldehydes. By contrast, ∆ETS does become negative
for pentadienals and cinnamaldehydes when the EWGs are
sufficiently strong. We conclude that ∆ETS, rather than ∆EP,
is predictive of the regioselectivity, which thus appears to
be under kinetic control.

On the basis of the value of ∆ETS, the presence of two
CF3 groups or one NO2 group is sufficient to favor α-ad-
dition for the propenals and methyl propenoate 3�10. A
single NO2 group is also sufficient to favor α-addition for
the pentadienals and methyl pentadienoate (11�16). For
the cinnamaldehydes 17�22, two NO2 groups or one NO2

group plus one CF3 group is needed to favor α-addition.
The influence of EWGs diminishes as the number of bonds
separating the EWGs from Cβ increases, but α-addition is
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possible even for the cinnamaldehydes if the phenyl ring is
multiply substituted.

Solvation: For acrolein (1), solvation increases the values
of ∆EI and ∆ETS relative to their values in the gas phase.
The π electrons are more delocalized and, hence, more pola-
rizable in the intermediate A for β-addition than in the in-
termediate C for α-addition. This effect allows greater sol-
vent stabilization of the intermediate for β-addition. (The
change in the dipole moment upon going from the gas
phase to the solution phase is 1.0 Debye for the β-addition
intermediate vs. 0.3 Debye for the α-addition intermediate
at the B3LYP//HF/6�31�G(d) level.) The influence of
solvation on the value of ∆ETS is smaller than it is on ∆EI,
presumably because the transition states more closely re-
semble the reactants. (The reactants for the two additions
are the same when neglecting small differences in
ion�dipole complexes.) Similar effects are observed for the
compounds having unsubstituted vinyl (11) and phenyl sub-
stituents (17). When EWGs are present, competing influ-
ences must be considered, and it becomes more difficult to
rationalize the effect of solvation on ∆EI and ∆ETS.

Methyl Esters: The methyl esters (R2 � OCH3) generally
display the same trends as the aldehydes. Therefore, we fo-
cused our computational efforts on aldehydes for reasons
of cost. We note, however, that the esters have smaller val-
ues of ∆ETS and ∆EI than the corresponding aldehydes with
one exception [∆EI(gas) for 13]. We attribute this phenom-
enon to destabilization of the transition state and inter-
mediate for β-addition by π-donation from the methyl ester
unit. Thus, esters may be slightly more effective promoters
of α-addition than are aldehydes.

EWG F: Attaching a single F atom to Cβ (3 vs. 1 and 4
vs. 2) increases the values of ∆EI and ∆ETS. We attribute
this effect to destabilization of the intermediate and tran-
sition state for α-addition by fluorine’s π-donating character
(polarity is also a factor in solution). Likewise, ∆EI and
∆ETS for 12 are increased relative to 11. Attaching a second
fluorine atom to Cβ (5), however, decreases the values of
∆ETS and ∆EI relative to these values for 3. These counter-
vailing effects are probably results of fluorine’s dual charac-
ter a π-donator and a σ-withdrawer. In any case, we find
that an F atom is less effective than the other EWGs in
promoting α-addition.

EWG CF3, CHO, and NO2: A single trifluoromethyl
group at Cβ (6) decreases the values of ∆ETS and ∆EI in the
gas phase by 15.4 and 19.7 kcal/mol, respectively, relative
to these values for 1. These changes are substantial, but
they are insufficient to make α-addition favorable. A second
trifluoromethyl group at Cβ (7) further decreases the values
of ∆ETS and ∆EI in the gas phase by 12.2 and 21.6 kcal/
mol, respectively. Thus, the effects of the two trifluorome-
thyl groups are nearly additive. The same trends are also
observed in solution. In particular, the value of ∆ETS for 7
is negative. Thus, α-addition is predicted to occur, which is
consistent with the experimental result[13] found using the
corresponding methyl ester, 8.

The influence of a single nitro group (9) on ∆ETS is about
the same as that of two trifluoromethyl groupss. Although
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the aldehyde group, R � CHO, is not included among
models 1�10, ∆EI and ∆ETS must be zero by symmetry
considerations. This finding is consistent with the EWGs’
strengths (NO2 � CHO � CF3) as reflected in the values
of ∆EI and ∆ETS for 6 and 9. Energies for R � CHO are
given in the Supporting Information (see also the footnote
on the first page of this article).

The regioselectivity of nucleophilic attack reflects a com-
petition between the electron-withdrawing strengths of
groups attached to Cα and Cβ. For example, in 9, the NO2

group attached to Cβ has a greater electron-withdrawing
strength than the CHO group attached to Cα. Consistent
with this finding, α-addition is predicted by the negative
sign of ∆ETS. Note that nitro olefins and trifluoromethyl-
substituted olefins are known to undergo Michael addition
at the carbon atom β with respect to the nitro or trifluoro-
methyl group. Reactions of nitro olefins have been studied
theoretically.[6]

The trends just described for 1�10 are also exhibited by
the pentadienals and pentadienoate 11�16. A trifluorome-
thyl (14) or nitro (16) group attached to the δ-carbon atom
reduces the values of ∆EI and ∆ETS relative to those of 11,
with the nitro group to a greater extent, just as the values
of ∆EI and ∆ETS for 6 and 9 are reduced relative to 1. The
aldehyde group (15) is again intermediate between the tri-
fluoromethyl and nitro groups in promoting α-addition.
The influence of the EWGs is smaller when they are sepa-
rated from Cβ by the extra double bond. To recognize this,
it is important to note that the ‘‘baseline’’ has shifted: the
values of ∆EI and ∆ETS for the unsubstituted vinylic model,
11, are reduced relative to those of 1 as a result of resonance
stabilization of the intermediate and transition state for α-
addition.

Next we turn to the cinnamaldehydes, 17�22. From the
work described above, we expected that single substitution
of the phenyl ring by an F atom or CF3 group would be
insufficient to favor α-addition. Consequently we focused
on phenyl rings singly substituted with NO2 or multiply
substituted with NO2 and CF3. Of the mononitrophenyl
compounds, the 3-nitrophenyl compound, 19, has the
smallest influence on the values of ∆EI and ∆ETS, and the
2- and 4-nitrophenyl compounds, 18 and 20, have similar
influences, as one would expect. The sign of ∆ETS(soln.) is
in agreement with the experimental finding[14] that mononi-
tro-substituted cinnamate 23 undergoes β-addition
(Scheme 2). The magnitude of ∆ETS(soln.), however, is
small for 18 and 20, which suggests that adding more
EWGs to the phenyl ring will favor α-addition. This effect
is clearly the case for the 2,4-dinitro-substituted compound,
21, because ∆ETS(soln.) is negative. This result is in agree-
ment with the experimental finding[14] that the ethyl ester,
24, undergoes α-addition with propanethiol. On the basis
of these results, we predicted that even one trifluoromethyl
group in addition to a 2-nitro or 4-nitro group (e.g., 22)
would be sufficient to favor α-addition. The calculated
value of ∆ETS(gas) for 22 (�3.8 kcal/mol) favors α-addition,
while the value of ∆ETS(soln.) (0.1 kcal/mol) is inconclus-
ive.
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Experimental Evidence for α-Additions: We performed

several nucleophilic addition reactions with α,β-unsaturated
carbonyl compounds having a multiply substituted phenyl
ring attached to Cβ (Scheme 2). Reaction of 25 with pro-
panethiol gave a single α-addition product, 27, whose struc-
ture was confirmed by 2D NMR spectroscopy experiments.
The high-resolution mass spectrum of 27 showed, in ad-
dition to the molecular ion, a peak for an ion at m/z �
161.0632 whose elemental composition, C7H13O2S
(C3H7SCHCO2C2H5)�, further supports the occurrence of
α-addition of the thiol to the α,β-unsaturated ester 25.
Analogously, addition of propenthiol to 22 gave a single α-
addition product, 26.

Factors Controlling the Regioselectivity: To understand
the factors controlling the regioselectivity, we related the
values of ∆ETS to properties of the reacting species. The
analysis is based on fitting the values of ∆ETS by a simple
expression in terms of partial atomic charges and contri-
butions to frontier orbitals:

(9)

where Q(X) is the partial atomic charge on atom X in the
isolated molecule; a and b label atomic orbitals centered on
atoms Cα and Cβ, respectively; ca (cb) is the coefficient of
atomic orbital a (b) in the electrophile’s LUMO;
EHOMO(nuc.) and ELUMO(elec.) are the energies of the nucleo-
phile’s HOMO and the electrophile’s LUMO, respectively;
and A, B, and C are empirical fitting parameters. Equa-
tion (9) is based on a perturbation theory expression[12] for
the energy of the transition state. We postulate that Equa-
tion (9), although a considerable simplification, will capture
the dominant effects.

To implement Equation (9), values of EHOMO(nuc.) and
ELUMO(elec.) and the partial atomic charges were deter-
mined from HF/6�31�G(d) calculations at the gas-phase-
optimized geometries. (Interpretation of Kohn�Shan or-
bitals from B3LYP calculations is ambiguous.) The charges
were calculated using the CHelpG method.[23] The atomic
orbital coefficients ca and cb were determined by HF/
6�31G single-point calculations [assigning electron prob-
ability density to atoms in molecules on the basis of loose,
e.g., diffuse (�) or d, functions can be deceptive]. A typical
set of LUMO coefficients (for 11) for basis functions cen-
tered on Cα or Cβ is given in Table 6.

Since most of the model compounds are planar and at-
tack occurs from above or below the plane of the molecule
(defined as the xy plane), the most important contributions
to the LUMO are from pz basis functions. For the 6�31G
basis set, each heavy atom has two sets of p-type basis func-
tions, the tighter labeled 2p and the looser labeled 3p. Note
that, for 11, the magnitudes of the 2pz and 3pz coefficients
are larger for Cβ than they are for Cα, which is consistent
with β-addition being favored (∆ETS � 0). For simplicity,
we have included only the 3p coefficients in the sum in
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Table 6. Coefficients of the basis functions centered on Cα and Cβ

to the LUMO for 11 (HF/6�31G)

Equation (9) because they are larger and, 3p basis functions
being looser, they contribute more to orbital overlap. In
most cases, the values of 3px and 3py were very small. The
ortho substituents, however, for 18, 21, and 22 cause distor-
tions from planarity and, consequently, the 3px and 3py co-
efficients were not negligible.

We performed gas- and solution-phase fits to the set of
all compounds (Figures 4 and 5, respectively), and also gas-
phase fits individually to the propenals (Figure 6), the pen-

Figure 4. Fitted vs. ab initio values of ∆ETS for Fit 5 (to com-
pounds 1�22 in the gas phase); the equation of the best-fit line to
these data and the correlation coefficient, R2, are given

Figure 5. As defined for Figure 4, but for Fit 6 [to ∆ETS(soln.)]
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tadienals, the methyl esters, and the cinnamaldehydes (Fig-
ure 7). Figures 4�7 depict ∆ETS

fit , the value of ∆ETS ob-
tained with Equation (9) using the fitted parameters, vs. the
value of ∆ETS from Table 1. In Table 7, the parameters A,
B, and C are given and the fits are numbered for reference.
The value of B is consistent across the fits and is an order-
of-magnitude larger than A except for Fit 4 (ignoring the
sign). Thus, the frontier orbital term dominates for 1�16,
but the charge term is important for the cinnamaldehydes.

Figure 6. Fitted vs. ab initio values of ∆ETS for gas-phase fits to
the propenals 1, 3, 5, 6, 7 and 9; the solid diamonds and solid line
are for Fit 1, which includes all terms in Equation (9); the equation
of the best-fit line to these data and the correlation coefficient, R2,
are given in the upper left-hand corner; the plusses and dashed line
are for a fit with the charge term excluded; the equation of the
best-fit line to these data and the R2 value are given in the lower
right-hand corner

Figure 7. Fitted vs. ab initio values of ∆ETS for the cinnamal-
dehydes 17�22 in the gas phase; the meaning of types of lines and
symbols is as defined in Figure 6

Fit 1, to the propenals (solid line and solid diamonds
in Figure 6), is excellent (the correlation coefficient, R2, is
0.9884). A fit with the charge term excluded (dashed line
and plusses) is only slightly poorer (R2 � 0.9252). We con-
clude that the frontier term is dominant, as Table 7 sug-
gests. Fits to the pentadienals (graphs not shown) are of
similarly good quality with or without the charge term [R2

is 0.9903 (Fit 2) and 0.9899, respectively], as are fits to all
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Table 7. Parametersa from fits to Equation (9)

a The units of A, B, and C are kcal/mol when charges and orbital
energies in Equation (9) have their numerical values in atomic units.
b Compounds included in the fit. c Propenals. d Gas phase.
e Pentadienals. f Methyl esters. g Cinnamaldehydes. h Solution
phase.

of the methyl esters [R2 is 0.9983 (Fit 3) and 0.9982, respec-
tively]. By contrast, a fit to the cinnamaldehydes is much
poorer without the charge term [R2 is 0.9779 with (Fit 4)
and 0.7599 without]. This finding is consistent with the re-
sults listed in Table 7 in indicating that the charge term is
important for determining the regioselectivity for the cinna-
maldehydes.

The gas-phase fit to all compounds in Figure 4 [Fit 5,
which uses all terms in Equation (9)] has a little more scat-
ter that Fits 1�4, but it is still quite good (R2 � 0.9730).
The corresponding solution-phase fit (Figure 5) is surpris-
ingly poor (R2 � 0.7551). This feature is traceable to the
LUMO 3pz coefficients for 7 and 8, which are larger for Cβ

than they are for Cα even though ∆ETS(soln.) is negative.
This anomaly occurs only when trifluoromethyl groups are
attached directly to Cβ. A fit of ∆ETS(soln.) using gas-phase
charge and frontier orbital data (Fit 6) yields a much better
fit (R2 � 0.9123). If 7 and 8 are excluded, fits of ∆ETS(soln.)
using gas-phase and solution-phase data are of nearly ident-
ical quality (R2 is 0.9040 and 0.8828, respectively).

Figure 8 shows the contributions of the individual charge
and frontier terms to ∆ETS

fit for Fit 5. Beta-addition to acrol-
ein, 1, is understood to be under frontier control,[2] which
is consistent with the dominance of the frontier term as
depicted in Figure 8. The frontier term is dominant in all

Figure 8. Charge and frontier contributions to ∆ETS
fit from Fit 5

(Figure 4 and Table 7)
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cases except 14, although some EWGs, notably the F atom,
increase the charge contribution. (The cinnamaldehydes ap-
pear to have small charge contributions here because Fig-
ure 8 reflects Fit 5. A similar figure based on Fit 4, however,
which is a fit to the cinnamaldehydes alone, would show
much larger charge contributions.) It is particularly in-
triguing when the charge and frontier terms have the op-
posite sign (e.g., 15), as this phenomenon suggests that the
regioselectivity may be particularly sensitive to the solvent
polarity or the choice of a hard vs. a soft nucleophile.

The fits suggest that these reactions are under frontier
control, but that charge is significant in some cases, particu-
larly for the cinnamaldehydes. This finding could help to
guide the choice of solvent and nucleophile. The fits provide
parameters that can be used to predict the regioselectivity
from easily calculated properties of reactants. In particular,
Fits 5 and 6 provide parameters that are applicable to a
wide variety of α,β-unsaturated carbonyl compounds. For
cinnamaldehydes, however, it is preferable to use the param-
eters from Fit 4.

Conclusion

The theoretical results presented here are consistent with
those from experiments and suggest that the site of nucleo-
philic attack on an α,β-unsaturated carbonyl compound can
be finely controlled by the selection of electron-withdrawing
groups. In particular, these results indicate that the presence
of one nitro group or two trifluoromethyl groups at carbon
atom β reverses the polarity of the carbon�carbon double
bond in acrolein acceptors and redirects the regioselectivity
of nucleophilic addition from the classical β-addition to an
abnormal α-addition. Two nitro groups, or one nitro group
plus one trifluoromethyl group, on a phenyl ring attached
to carbon atom β have an analogous effect on nucleophilic
addition to cinnamaldehydes.

We have shown that the influence of particular electron-
withdrawing groups on the regioselectivity of attack follows
established trends in electron-withdrawing strength (NO2 �
CHO � CF3 � F). Separation from Cβ by an intervening
conjugated system reduces the influence on relative barrier
heights, but α-addition can be favored even for a phenyl
ring if it is multiply substituted. From a fit based on proper-
ties of the reactants, we have related the regioselectivity
quantitatively to charge and frontier orbital influences. This
study provides a simple way to predict likely candidates for
α-addition and suggests that the regioselectivity may be sen-
sitive to the hardness or softness of the nucleophile, particu-
larly for the cinnamaldehydes.

Experimental Section

1H (400 MHz), 13C (100 MHz), and 19F [376.5 MHz (CFCl3)]
NMR spectra were determined from solutions of compounds in
CHCl3. Mass spectra (MS and HR-MS) were obtained using the
electron impact mode (EI, 20 eV). Elemental analyses were deter-
mined at the Microanalytical Laboratory at Adam Mickiewicz Uni-
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versity, Poznan, Poland. Merck Kieselgel 60-F254 sheets were used
for TLC and products were detected with 254-nm light. Merck Kie-
selgel 60 (230�400 mesh) was used for column chromatography.
Cinnamic ester 25 and aldehyde 22 were prepared by condensation
of 2-nitro-4-(trifluoromethyl)benzaldehyde with ethoxycarbonyl-
methylene- and formylmethylene-stabilized Wittig reagents as de-
scribed below.

(E)-3-[2-Nitro-4-(trifluoromethyl)phenyl]propenal (22): (Formyl-
methylene)triphenylphosphorane (0.21 g, 0.68 mmol) was added in
one portion to a stirred solution of 2-nitro-4-(trifluoromethyl)-
benzaldehyde[14] (0.15 g, 0.68 mmol) in anhydrous CH3CN (6 mL).
The resulting solution was stirred overnight at ambient temperature
and then the solvent was evaporated. The residue was column chro-
matographed (MeOH/CH2Cl2, 1:49) to give 22 (0.16 g, 94%) as a
solidified oil. IR (CHCl3): ν̃ � 1690, 1622 w cm�1. 1H NMR: δ �

6.68 (dd, J � 16.0, 7.5 Hz, 1 H), 7.84 (d, J � 8.1 Hz, 1 H), 7.99
(d, J � 8.1 Hz, 1 H), 8.07 (d, J � 16.0 Hz, 1, CH), 8.42 (s, 1 H),
9.84 (d, J � 7.5 Hz, 1 H) ppm. 13C NMR: δ � 122.9 (q, 1J �

273.6 Hz), 123.1 (q, 3J � 3.6 Hz), 130.6, 130.8 (q, 3J � 3.6 Hz),
133.5 (q, 2J � 34.5 Hz), 133.9, 134.5, 145.9, 193.0 ppm. 19F NMR:
δ � �63.6 (s) ppm. MS (EI): m/z � 245 (5) [M�], 216 (75) [M� �

29]. C10H6F3NO3 (245.16): calcd. C 48.99, H 2.47, N 5.71; found
C 49.17, H 2.57, N 5.65.

Ethyl (E)-3-[2-Nitro-4-(trifluoromethyl)phenyl]propenoate (25):
Treatment of 2-nitro-4-(trifluoromethyl)benzaldehyde[14] (0.15 g,
0.68 mmol) in anhydrous CH3CN (6 mL) with (ethoxycarbonylme-
thylene)triphenylphosphorane (0.26 g, 0.75 mmol), using the pro-
cedure described for 22, gave 25 (0.19 g, 96%) as an oil that solidi-
fied. IR (CHCl3): ν̃ � 1716, 1627 w cm�1. 1H NMR: δ � 1.37 (t,
J � 7.1 Hz, 3 H), 4.33 (q, J � 7.1 Hz, 2 H), 6.45 (d, J � 15.8 Hz,
1 H), 7.80 (d, J � 8.1 Hz, 1 H), 7.93 (d, J � 8.1 Hz, 1 H), 8.13 (d,
J � 15.8 Hz, 1 H), 8.35 (s, 1 H) ppm. 13C NMR: δ � 14.6, 61.7,
122.8 (q, 3J � 3.6 Hz), 123.1 (q, 1J � 273.5 Hz), 125.8, 130.5 (q,
3J � 3.6 Hz), 130.6, 132.8 (q, 2J � 34.5 Hz), 134.6, 148.4,
165.7 ppm. 19F NMR: δ � �63.6 (s) ppm. MS (EI): m/z � 289
(10) [M�], 244 (50) [M� � 45]. C12H10F3NO4 (289.21): calcd. C
49.84, H 3.49, N 4.84; found C 49.67, H 3.57, N 4.75.

3-[2-Nitro-4-(trifluoromethyl)phenyl]-2-(propylthio)propanal (26):
Propanethiol (0.12 mL, 0.1 g, 1.33 mmol) and triethylamine
(0.02 mL, 0.015 g, 0.16 mmol) were added sequentially to a stirred
solution of 22 (83 mg, 0.34 mmol) in anhydrous THF (4 mL) at
ambient temperature. The mixture was left to stand for 24 h and
then evaporated to dryness under vacuum. The residue was chrom-
atographed (hexane � 2% EtOAc/hexane) to give 26 (70 mg, 64%)
as a yellow oil. IR (CHCl3): ν̃ � 1692 cm�1. 1H NMR: δ � 0.97
(t, J � 7.4 Hz, 3 H), 1.54�1.58 (m, 2 H), 2.42 (m, 2 H), 3.24 (dd,
J � 12.6, 5.9 Hz, 1 H), 3.60 (dd, J � 12.6, 7.2 Hz, 1 H), 3.64 (ddd,
J � 9.5, 7.2, 2.3 Hz, 1 H), 7.63 (d, J � 8.0 Hz, 1 H), 7.84 (dd, J �

8.0, 1.2 Hz, 1 H), 8.28 (s, 1 H), 9.44 (d, J � 2.2 Hz, 1 H) ppm. 13C
NMR: δ � 13.7, 23.1, 31.9, 32.5, 53.7, 122.8 (q, 3J � 3.6 Hz), 123.2
(q, 1J � 273.5 Hz), 129.8 (q, 3J � 3.6 Hz), 131.5 (q, 2J � 34.5 Hz),
135.0, 137.5, 149.6, 192.2 ppm. 19F NMR: δ � �63.4 (s) ppm.
HRMS (EI): m/z � 321.0635 (10, M� [C13H14F3NO3S] �

321.0646), 117.0363 {30, [C5H9OS] � 117.0374, CH(SPr)CHO}.
C13H14F3NO3S (321.32): calcd. C 48.59, H 4.39, N 4.36; found C
48.52, H 4.21, N 4.54.

Ethyl 3-[2-Nitro-4-(trifluoromethyl)phenyl]-2-(propylthio)propanoate
(27): Treatment of 25 (96 mg, 0.33 mmol) with propanethiol, using
the procedure described for 26, gave 27 (55 mg, 45%) as a yellow
oil. IR (CHCl3): ν̃ � 1715 cm�1. 1H NMR: δ � 0.96 (t, J � 7.4 Hz,
3 H), 1.26 (t, J � 7.1 Hz, 3 H), 1.60 (septet, J � 7.3 Hz, 2 H), 2.64
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(dt, J � 12.7, 7.7 Hz, 2 H), 3.39 (dd, J � 13.6, 6.7 Hz, 1 H), 3.52
(dd, J � 13.6, 8.4 Hz, 1 H), 3.65 (dd, J � 8.3, 6.7 Hz, 1 H),
4.15�4.20 (m, 2 H), 7.61 (d, J � 8.0 Hz, 1 H), 7.82 (dd, J � 8.0,
1.2 Hz, 1 H), 8.28 (s, 1 H) ppm. 13C NMR: δ � 13.7, 14.5, 22.9,
34.3, 35.6, 46.8, 61.2, 122.8 (q, 3J � 3.6 Hz), 123.2 (q, 1J �

273.5 Hz), 129.7 (q, 3J � 3.6 Hz), 131.4 (q, 2J � 34.5 Hz), 134.9,
137.6, 149.6, 172.1 ppm. 19F NMR: δ � �63.4 (s) ppm. HRMS
(EI): m/z � 365.0896 (15, M� [C15H18F3NO4S] � 365.0908),
161.0632 {65, [C7H13O2S] � 161.0636, CH(SPr)COOEt}.
C15H18F3NO4S (365.37): calcd. C 49.31, H 4.97, N 3.83; found C
49.52, H 5.21, N 3.64.

Supporting Information Available: Energies of all reactants, inter-
mediates, transition states, and products in the gas and solution
phases at the B3LYP//HF/6�31�G(d) level (pages S2�S3); gas-
phase energies of reactants, intermediates, and transition states at
the HF/6�31�G(d) level for models 1, 6, 7, 9, 11, 14, 15, 16 (S4);
partial atomic charges, energy of the electrophile’s LUMO, and
contributions to the electrophile’s LUMO in the gas and solution
phases for all models (S5�S6); Cartesian coordinates of all reac-
tants, intermediates, transition states, and products optimized at
the HF/6�31�G(d) level in the gas phase (S7�S37).
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